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Estimation of demand is at the heart of many recent studies that exam-
ine questions of market power, mergers, innovation, and valuation of new
brands in differentiated-products markets. This paper focuses on one of the
main methods for estimating demand for differentiated products: random-
coef�cients logit models. The paper carefully discusses the latest innovations
in these methods with the hope of increasing the understanding, and there-
fore the trust among researchers who have never used them, and reducing
the dif�culty of their use, thereby aiding in realizing their full potential.

1. Introduction

Estimation of demand has been a key part of many recent studies
examining questions regarding market power, mergers, innovation,
and valuation of new brands in differentiated-product industries.1

This paper explains the random-coef�cients (or mixed) logit method-
ology for estimating demand in differentiated-product markets using

An earlier version of this paper circulated under the title “A Research Assistant’s Guide
to Random Coef�cients Discrete Choice Model of Demand.” I wish to thank Steve Berry,
Iain Cockburn, Bronwyn Hall, Ariel Pakes, various lecture and seminar participants,
and an anonymous referee for comments, discussions, and suggestions. Financial sup-
port from the UC Berkeley Committee on Research Junior Faculty Grant is gratefully
acknowledged.

1. Just to mention some examples, Bresnahan (1987) studies the 1955 price war in the
automobile industry; Gasmi et al. (1992) empirically study collusive behavior in a soft-
drink market; Hausman et al. (1994) study the beer industry; Berry et al. (1995, 1999)
examine equilibrium in the automobile industry and its implications for voluntary trade
restrictions; Goldberg (1995) uses estimates of the demand for automobiles to investi-
gate trade policy issues; Hausman (1996) studies the welfare gains generated by a new
brand of cereal; Berry et al. (1996) study hubs in the airline industry; Bresnahan et al.
(1997) study rents from innovation in the computer industry; Nevo (2000a, b) examines
price competition and mergers in the ready-to-eat cereal industry; Davis (1998) studies
spatial competition in movie theaters; and Petrin (1999) studies the welfare gains from
the introduction of the minivan.
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market-level data. This methodology can be used to estimate the dem-
and for a large number of products using market data and allowing
for the endogenity of price. While this method retains the bene�ts of
alternative discrete-choice models, it produces more realistic demand
elasticities. With better estimates of demand, we can, for example, bet-
ter judge market power, simulate the effects of mergers, measure the
bene�ts from new goods, or formulate innovation and competition
policy. This paper carefully discusses the recent innovations in these
methods with the intent of reducing the barriers to entry and increas-
ing the trust in these methods among researchers who are not familiar
with them.

Probably the most straightforward approach to specifying de-
mand for a set of closely related but not identical products is to specify
a system of demand equations, one for each product. Each equation
speci�es the demand for a product as a function of its own price, the
price of other products, and other variables. An example of such a
system is the linear expenditure model (Stone, 1954), in which quan-
tities are linear functions of all prices. Subsequent work has focused
on specifying the relation between prices and quantities in a way that
is both �exible (i.e., allows for general substitution patterns) and con-
sistent with economic theory.2

Estimating demand for differentiated products adds two addi-
tional nontrivial concerns. The �rst is the large number of products,
and hence the large number of parameters to be estimated. Con-
sider, for example, a constant-elasticity or log–log demand system,
in which logarithms of quantities are linear functions of logarithms of
all prices. Suppose we have 100 differentiated products; then without
additional restrictions this implies estimating at least 10,000 param-
eters (100 demand equations, one for each product, with 100 prices
in each). Even if we impose symmetry and adding up restrictions,
implied by economic theory, the number of parameters will still be
too large to estimate them. The problem becomes even harder if we
want to allow for more general substitution patterns.

An additional problem, introduced when estimating demand for
differentiated products, is the heterogeneity in consumer tastes: If all
consumers are identical, then we would not observe the level of dif-
ferentiation we see in the marketplace. One could assume that pref-
erences are of the right form [the Gorman form: see Gorman (1959)],
so that an aggregate, or average, consumer exists and has a demand
function that satis�es the conditions speci�ed by economic theory.3

2. Examples include the Rotterdam model (Theil, 1965; Barten, 1966), the translog
model (Christensen et al., 1975), and the almost ideal demand system (Deaton and
Muellbauer, 1980).

3. For an example of a representative consumer approach to demand for differenti-
ated products see Dixit and Stiglitz (1977) or Spence (1976).
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However, the required assumptions are strong and for many applicati-
ons seem to be empirically false. The difference between an aggregate
model and a model that explicitly re�ects individual heterogeneity
can have profound affects on economic and policy conclusions.

The logit demand model (McFadden, 1973)4 solves the dimen-
sionality problem by projecting the products onto a space of charac-
teristics, making the relevant size the dimension of this space and not
the square of the number of products. A problem with this model
is the strong implication of some of the assumptions made. Due to
the restrictive way in which heterogeneity is modeled, substitution
between products is driven completely by market shares and not by
how similar the products are. Extensions of the basic logit model relax
these restrictive assumptions, while maintaining the advantage of the
logit model in dealing with the dimensionality problem. The essen-
tial idea is to explicitly model heterogeneity in the population and
estimate the unknown parameters governing the distribution of this
heterogeneity. These models have been estimated using both market-
and individual-level data.5 The problem with the estimation is that it
treats the regressors, including price, as exogenously determined. This
is especially problematic when aggregate data is used to estimate the
model.

This paper describes recent developments in methods for esti-
mating random-coef�cients discrete-choice models of demand [Berry,
1994; Berry et al., 1995 (henceforth BLP)]. The new method maintains
the advantage of the logit model in handling a large number of prod-
ucts. It is superior to prior methods because (1) the model can be
estimated using only market-level price and quantity data, (2) it deals
with the endogeneity of prices, and (3) it produces demand elasticities
that are more realistic—for example, cross-price elasticities are larger
for products that are closer together in terms of their characteristics.

The rest of the paper is organized as follows. Section 2 describes
a model that encompasses, with slight alterations, the models pre-
viously used in the literature. The focus is on the various modeling
assumptions and their implications for estimation and the results. In
Section 3 I discuss estimation, including the data required, an outline
of the algorithm, and instrumental variables. Many of the nitty-gritty
details of estimation are described in an appendix (available from

4. A related literature is the characteristics approach to demand, or the address
approach (Lancaster, 1966, 1971; Quandt, 1968; Rosen, 1974). For a recent exposition of
it and a proof of its equivalence to the discrete choice approach see Anderson et al.

5. For example, the generalized extreme-value model (McFadden, 1978) and the
random-coef�cients logit model (Cardell and Dunbar, 1980; Boyd and Mellman, 1980;
Tardiff, 1980; Cardell, 1989; and references therein). The random-coef�cients model is
often called the hedonic demand model in this earlier literature; it should not be con-
fused with the hedonic price model (Court, 1939; Griliches, 1961).
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http://elsa.berkeley.edu/ ~ nevo). Section 4 provides a brief example
of the type of results the estimation can produce. Section 5 concludes
and discusses various extensions and alternatives to the method de-
scribed here.

2. The Model

In this section I discuss the model with an emphasis on the vari-
ous modeling assumptions and their implications. In the next section
I discuss the estimation details. However, for now I want to stress
two points. First, the method I discuss here uses (market-level) price
and quantity data for each product, in a series of markets, to estimate
the model. Some information regarding the distribution of consumer
characteristics might be available, but a key bene�t of this methodol-
ogy is that we do not need to observe individual consumer purchase
decisions to estimate the demand parameters.6

Second, the estimation allows prices to be correlated with the
econometric error term. This will be modeled in the following way.
A product will be de�ned by a set of characteristics. Producers and
consumers are assumed to observe all product characteristics. The
researcher, on the other hand, is assumed to observe only some of the
product characteristics. Each product will be assumed to have a char-
acteristic that in�uences demand but that either is not observed by the
researcher or cannot be quanti�ed into a variable that can be included
in the analysis. Examples are provided below. The unobserved charac-
teristics will be captured by the econometric error term. Since the pro-
ducers know these characteristics and take them into account when
setting prices, this introduces the econometric problem of endogenous
prices.7 The contribution of the estimation method presented below
is to transform the model in such a way that instrumental-variable
methods can be used.

2.1 The Setup

Assume we observe t 5 1, . . . , T markets, each with i 5 1, . . . , It

consumers. For each such market we observe aggregate quantities,

6. If individual decisions are observed, the method of analysis differs somewhat
from the one presented here. For clarity of presentation I defer discussion of this case
to Section 5.

7. The assumption that when setting prices �rms take account of the unobserved
(to the econometrician) characteristics is just one way to generate correlation between
prices and these unobserved variables. For example, correlation can also result from
the mechanics of the consumer’s optimization problem (Kennan, 1989).

http://elsa.berkeley.edu/%7Enevo
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average prices, and product characteristics for J products.8 The de�-
nition of a market will depend on the structure of the data. BLP use
annual automobile sales over a period of twenty years, and therefore
de�ne a market as the national market for year t, where t 5 1, . . . , 20.
On the other hand, Nevo (2000a) observes data in a cross section of
cities over twenty quarters, and de�nes a market t as a city–quarter
combination, with t 5 1, . . . , 1124. Yet a different example is given
by Das et al. (1994), who observe sales for different income groups,
and de�ne a market as the annual sales to consumers of a certain
income level.

The indirect utility of consumer i from consuming product j in
market t, U (xj t , »j t , p j t , ¿i ; h ) , 9 is a function of observed and unobser-
ved (by the researcher) product characteristics, xj t and »j t respectively;
price, p j t ; individual characteristics, ¿i ; and unknown parameters, h .
I focus on a particular speci�cation of this indirect utility,10

u ij t 5 a i (yi p j t) 1 x j t b i 1 »j t 1 e ij t ,

i 5 1, . . . , It , j 5 1, . . . , J , t 5 1, . . . , T , (1)

where yi is the income of consumer i , p j t is the price of product j in
market t, xj t is a K-dimensional (row) vector of observable character-
istics of product j , »j t is the unobserved (by the econometrician) prod-
uct characteristic, and e ij t is a mean-zero stochastic term. Finally, a i is
consumer i ’s marginal utility from income, and b i is a K-dimensional
(column) vector of individual-speci�c taste coef�cients.

Observed characteristics vary with the product being considered.
BLP examine the demand for cars, and include as observed charac-
teristics horsepower, size and air conditioning. In estimating demand
for ready-to-eat cereal Nevo (2000a) observes calories, sodium, and
�ber content. Unobserved characteristics, for example, can include
the impact of unobserved promotional activity, unquanti�able factors
(brand equity), or systematic shocks to demand. Depending on the
structure of the data, some components of the unobserved characteris-
tics can be captured by dummy variables. For example, we can model
»j t 5 »j 1 »t 1 D »j t and capture »j and »t by brand- and market-speci�c
dummy variables.

Implicit in the speci�cation given by equation (1) are three
things. First, this form of the indirect utility can be derived from a

8. For ease of exposition I have assumed that all products are offered to all con-
sumers in all markets. The methods described below can easily deal with the case
where the choice set differs between markets and also with different choice sets for
different consumers.

9. This is sometimes called the conditional indirect utility, i.e., the indirect utility
conditional on choosing this option.

10. The methods discussed here are general and with minor adjustments can deal
with different functional forms.
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quasilinear utility function, which is free of wealth effects. For some
products (for example, ready-to-eat cereals) this is a reasonable ass-
umption, but for other products (for example, cars) it is an unreason-
able one. Including wealth effects alters the way the term yi p j t enters
equation (1). For example, BLP build on a Cobb-Douglas utility func-
tion to derive an indirect utility that is a function of log(yi p j t) . In
principle, we can include f (yi p j t) , where f ( ? ) is a �exible functional
form (Petrin, 1999).

Second, equation (1) speci�es that the unobserved characteristic,
which among other things captures the elements of vertical product
differentiation, is identical for all consumers. Since the coef�cient on
price is allowed to vary among individuals, this is consistent with
the theoretical literature of vertical product differentiation. An alter-
native is to model the distribution of the valuation of the unobserved
characteristics, as in Das et al. (1994). As long as we have not made
any distributional assumptions on consumer-speci�c components (i.e.,
anything with subscript i), their model is not more general. Once we
make such assumptions, their model has slightly different implica-
tions for some of the normalizations usually made. An exact discus-
sion of these implications is beyond the scope of this paper.

Finally, the speci�cation in equation (1) assumes that all con-
sumers face the same product characteristics. In particular, all con-
sumers are offered the same price. Depending on the data, if different
consumers face different prices, using either a list or average trans-
action price will lead to measurement error bias. This just leads to
another reason why prices might be correlated with the error term
and motivates the instrumental-variable procedure discussed below.11

The next component of the model describes how consumer pref-
erences vary as a function of the individual characteristics, ¿i . In the
context of equation (1) this amounts to modeling the distribution of
consumer taste parameters. The individual characteristics consist of
two components: demographics, which I refer to as observed, and
additional characteristics, which I refer to as unobserved, denoted Di

and vi respectively. Given that no individual data is observed, neither
component of the individual characteristics is directly observed in the
choice data set. The distinction between them is that even though we
do not observe individual data, we know something about the distri-
bution of the demographics, Di , while for the additional characteris-
tics, vi , we have no such information. Examples of demographics are
income, age, family size, race, and education. Examples of the type of

11. However, as noted by Berry (1994), the method proposed below can deal with
measurement error only if the variable measured with error enters in a restrictive way.
Namely, it only enters the part of utility that is common to all consumers, d j in equation
(3) below.
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information we might have is a large sample we can use to estimate
some feature of the distribution (e.g., we could use Census data to
estimate the mean and standard deviation of income). Alternatively,
we might have a sample from the joint distribution of several demo-
graphic variables (e.g., the Current Population Survey might tell us
about the joint distribution of income, education, and age in differ-
ent cities in the US). The additional characteristics, m i , might include
things like whether the individual owns a dog, a characteristic that
might be important in the decision of which car to buy, yet even very
detailed survey data will usually not include this fact.

Formally, this will be modeled as

a i

b i

5
a

b
1 ÕDi 1 åm i , m i ~ P *

m ( m ) , Di ~ ÃP *
D(D) , (2)

where Di is a d ´ 1 vector of demographic variables, m i captures the
additional characteristics discussed in the previous paragraph, P *

m ( ? ) is
a parametric distribution, ÃP *

D( ? ) is either a nonparametric distribution
known from other data sources or a parametric distribution with the
parameters estimated elsewhere, Õ is a (K 1 1) ´ d matrix of coef�cients
that measure how the taste characteristics vary with demographics,
and å is a (K 1 1) ´ (K 1 1) matrix of parameters.12 If we assume
that P *

m ( ? ) is a standard multivariate normal distribution, as I do in
the example below, then the matrix å allows each component of m i

to have a different variance and allows for correlation between these
characteristics. For simplicity I assume that m i and Di are indepen-
dent. Equation (2) assumes that demographics affect the distribution
of the coef�cients in a fairly restrictive linear way. For those coef�-
cients that are most important to the analysis (e.g., the coef�cients on
price), relaxing the linearity assumption could have important impli-
cations [for example, see the results reported in Nevo (2000a, b)].

As we will see below, the way we model heterogeneity has
strong implications for the results. The advantage of letting the taste
parameters vary with the observed demographics, Di is twofold. First,
it allows us to include additional information, about the distribution
of demographics, in the analysis. Furthermore, it reduces the reliance
on parametric assumptions. Therefore, instead of letting a key element
of the method, the distribution of the random coef�cients, be deter-
mined by potentially arbitrary distributional assumptions, we bring
in additional information.

12. To simplify notation I assume that all characteristics have random coef�cients.
This need not be the case. I return to this in the appendix, when I discuss the details
of estimation.
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The speci�cation of the demand system is completed with the
introduction of an outside good: the consumers may decide not to pur-
chase any of the brands. Without this allowance, a homogenous price
increase (relative to other sectors) of all the products does not change
quantities purchased. The indirect utility from this outside
option is

u i0t 5 a i yi 1 »0t 1 ¼0Di 1 ¾0vi0 1 e i0t .

The mean utility from the outside good, »0t , is not identi�ed (with-
out either making more assumptions or normalizing one of the inside
goods). Also, the coef�cients ¼0 and ¾0 are not identi�ed separately
from coef�cients on an individual-speci�c constant term in equation
(1). The standard practice is to set »0t , ¼0, and ¾0 to zero, and since the
term a iyi will eventually vanish (because it is common to all prod-
ucts), this is equivalent to normalizing the utility from the outside
good to zero.

Let h 5 ( h 1, h 2) be a vector containing all the parameters of the
model. The vector h 1 5 ( a , b ) contains the linear parameters, and the
vector h 2 5 (Õ, å) the nonlinear parameters.13 Combining equations
(1) and (2), we have

u ij t 5 a iyi 1 d j t(x j t , pj t , »j t ; h 1) 1 u ij t(xj t , p j t , vi , Di ; h 2) 1 e ij t ,

d j t 5 x j t b a p j t 1 »j t , u ij t 5 [ pj t , xj t] (ÕDi 1 åm i) ,
(3)

where [ pj t , x j t] is a 1 ´ (K 1 1) (row) vector. The indirect utility
is now expressed as a sum of three (or four) terms. The �rst term,
a i yi , is given only for consistency with equation (1) and will van-
ish, as we will see below. The second term, d j t , which is referred
to as the mean utility, is common to all consumers. Finally, the last
two terms, l ij t 1 e ij t , represent a mean-zero heteroskedastic devia-
tion from the mean utility that captures the effects of the random
coef�cients.

Consumers are assumed to purchase one unit of the good that
gives the highest utility.14 Since in this model an individual is de-

13. The reasons for the names will become apparent below.
14. A comment is in place here about the realism of the assumption that consumers

choose no more than one good. We know that many households own more than one
car, that many of us buy more than one brand of cereal, and so forth. We note that even
though many of us buy more than one brand at a time, less actually consume more
than one at a time. Therefore, the discreteness of choice can be sometimes defended by
de�ning the choice period appropriately. In some cases this will still not be enough, in
which case the researcher has one of two options: either claim that the above model
is an approximation, or reduced-form, to the true choice model, or model the choice
of multiple products, or continuous quantities, explicitly [as in Dubin and McFadden
(1984) or Hendel (1999)].
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�ned as a vector of demographics and product-speci�c shocks,
(Di , m i , e i0t , . . . , e iJ t) , this implicitly de�nes the set of individual
attributes that lead to the choice of good j . Formally, let this set be

A j t(x ? t , p ? t , d ? t ; h 2) 5
©

(Di , vi , e i0t , . . . , e iJ t) |u ij t ³ u ilt

" l 5 0, 1, . . . , J
ª

,

where x ? t 5 (xlt, . . . , xJ t) ¢ , p ? t 5 (p lt , . . . , pJ t) ¢ , and d ? t 5 ( d lt, . . . , d J t) ¢

are observed characteristics, prices, and mean utilities of all brands,
respectively. The set A j t de�nes the individuals who choose brand j in
market t. Assuming ties occur with zero probability, the market share
of the j th product is just an integral over the mass of consumers in
the region A j t . Formally, it is given by

sj t(x ? t , p ? t , d ? t ; h 2) 5 H
A j t

dP * (D, v, e )

5 H
A j t

dP * ( e |D, m ) dP * ( m |D) dP *
D(D)

5 H
A j t

dP *
e ( e ) dP *

m ( m ) dÃP *
D(D) , (4)

where P * ( ? ) denotes population distribution functions. The second
equality is a direct application of Bayes’ rule, while the last is a con-
sequence of the independence assumptions previously made.

Given assumptions on the distribution of the (unobserved) indi-
vidual attributes, we can compute the integral in equation (4), either
analytically or numerically. Therefore, for a given set of parameters
equation (4) predicts of the market share of each product in each
market, as a function of product characteristics, prices, and unknown
parameters. One possible estimation strategy is to choose parame-
ters that minimize the distance (in some metric) between the mar-
ket shares predicted by equation (4) and the observed shares. This
estimation strategy will yield estimates of the parameters that deter-
mine the distribution of individual attributes, but it does not account
for the correlation between prices and the unobserved product char-
acteristics. The method proposed by Berry (1994) and BLP, which is
presented in detail in the Section 3, accounts for this correlation.

2.2 Distributional Assumptions

The assumptions on the distribution of individual attributes made in
order to compute the integral in equation (4) have important impli-
cations for the own- and cross-price elasticities of demand. In this
section I discuss some possible assumptions and their implications.
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Possibly the simplest distributional assumption one can make in
order to evaluate the integral in equation (4) is that consumer hetero-
geneity enters the model only through the separable additive random
shock, e ij t . In our model this implies h 2 5 0, or b i 5 b and a i 5 a for
all i , and equation (1) becomes

u ij t 5 a (yi p j t) 1 x j t b 1 »j t 1 e ij t ,

i 5 1, . . . , It , j 5 1, . . . , J , t 5 1, . . . , T . (5)

At this point, before we specify the distribution of e ij t , the model
described by equation (5) is as general as the model given in
equation (1).15 Once we assume that e ij t is i.i.d., then the implied sub-
stitution patterns are severely restricted, as we will see below. If we
also assume that e ij t are distributed according to a Type I extreme-
value distribution, this is the (aggregate) logit model. The market
share of brand j in market t, de�ned by equation (4), is

sj t 5
exp(x j t b a p j t 1 »j t)

1 1 S J
k 5 1 exp(xkt b a pkt 1 »kt)

. (6)

Note that income drops out of this equation, since it is common to all
options.

Although the model implied by equation (5) and the extreme-
value distribution assumption is appealing due to its tractability, it
restricts the substitution patterns to depend only on the market shares.
The price elasticities of the market shares de�ned by equation (6) are

´jkt 5
@sj t pkt

@pkt sj t

5

(
a pj t(1 sj t ) if j 5 k,

a pktskt otherwise.

There are two problems with these elasticities. First, since in
most cases the market shares are small, the factor a (1 sj t) is nearly
constant; hence, the own-price elasticities are proportional to own
price. Therefore, the lower the price, the lower the elasticity (in abso-
lute value), which implies that a standard pricing model predicts a
higher markup for the lower-priced brands. This is possible only if the
marginal cost of a cheaper brand is lower (not just in absolute value,
but as a percentage of price) than that of a more expensive product.
For some products this will not be true. Note that this problem is
a direct implication of the functional form in price. If, for example,
indirect utility was a function of the logarithm of price, rather than
price, then the implied elasticity would be roughly constant. In other

15. To see this compare equation (5) with equation (3).
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words, the functional form directly determines the patterns of own-
price elasticity.

An additional problem, which has been stressed in the literature,
is with the cross-price elasticities. For example, in the context of RTE
cereals the cross-price elasticities imply that if Quaker CapN Crunch
(a childern’s cereal) and Post Grape Nuts (a wholesome simple nutri-
tion cereal) have similar market shares, then the substitution from
General Mills Lucky Charms (a children’s cereal) toward either of
them will be the same. Intuitively, if the price of one children’s cereal
goes up, we would expect more consumers to substitute to another
children’s cereal than to a nutrition cereal. Yet, the logit model restricts
consumers to substitute towards other brands in proportion to market
shares, regardless of characteristics.

The problem in the cross-price elasticities comes from the i.i.d.
structure of the random shock. In order to understand why this is the
case, examine equation (3). A consumer will choose a product either
because the mean utility from the product, d j t , is high or because the
consumer-speci�c shock, l ij t 1 e ij t , is high. The distinction becomes
important when we consider a change in the environment. Consider,
for example, the increase in the price of Lucky Charms discussed in
the previous paragraph. For some consumers who previously con-
sumed Lucky Charms, the utility from this product decreases enough
so that the utility from what was the second choice is now higher.
In the logit model different consumers will have different rankings of
the products, but this difference is due only to the i.i.d. shock. There-
fore, the proportion of these consumers who rank each brand as their
second choice is equal to the average in the population, which is just
the market share of the each product.

In order to get around this problem we need the shocks to util-
ity to be correlated across brands. By generating correlation we pre-
dict that the second choice of consumers that decide to no longer
buy Lucky Charms will be different than that of the average con-
sumer. In particular, they will be more likely to buy a product with
a shock that was positively correlated to Lucky Charms, for example
CapN Crunch. As we can see in equation (3), this correlation can be
generated either through the additive separable term e ij t or through
the term l ij t , which captures the effect the demographics, Di and vi .
Appropriately de�ning the distributions of either of these terms can
yield the exact same results. The difference is only in modeling con-
venience. I now consider models of the two types.

Models are available that induce correlation among options by
allowing e ij t to be correlated across products rather than indepen-
dently distributed, are available (see the generalized extreme-value
model, McFadden, 1978). One such example is the nested logit model,
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in which all brands are grouped into predetermined exhaustive and
mutually exclusive sets, and e ij t is decomposed into an i.i.d. shock
plus a group-speci�c component.16 This implies that correlation
between brands within a group is higher than across groups; thus, in
the example given above, if the price of Lucky Charms goes up, con-
sumers are more likely to rank CapN Crunch as their second choice.
Therefore, consumers that currently consume Lucky Charms are more
likely to substitute towards Grape Nuts than the average consumer.
Within the group the substitution is still driven by market shares, i.e.,
if some children’s cereals are closer substitutes for Lucky Charms than
others, this will not be captured by the simple grouping.17 The main
advantage of the nested logit model is that, like the logit model, it
implies a closed form for the integral in equation (4). As we will see
in Section 3, this simpli�es the computation.

This nested logit can �t into the model described by equation (1)
in one of two ways: by assuming a certain distribution of e ij t , as was
motivated in the previous paragraph, or by assuming one of the char-
acteristics of the product is a segment-speci�c dummy variable and
assuming a particular distribution on the random coef�cient of that
characteristic. Given that we have shown that the model described by
equations (1) and (2) can also be described by equation (3), it should
not be surprising that these two ways of describing the nested logit
are equivalent. Cardell (1997) shows the distributional assumptions
required for this equivalence to hold.

The nested logit model allows for somewhat more �exible sub-
stitution patterns. However, in many cases the a priori division of
products into groups, and the assumption of i.i.d. shocks within a
group, will not be reasonable, either because the division of segments
is not clear or because the segmentation does not fully account for
the substitution patterns. Furthermore, the nested logit does not help
with the problem of own-price elasticities. This is usually handled
by assuming some “nice” functional form (i.e., yield patterns that are
consistent with some prior), but that does not solve the problem of
having the elasticities driven by the functional-form assumption.

In some industries the segmentation of the market will be mul-
tilayered. For example, computers can be divided into branded ver-
sus generic and into frontier versus nonfrontier technology. It turns

16. For a formal presentation of the nested logit model in the context of the model
presented here, see Berry (1994) or Stern (1995).

17. Of course, one does not have to stop at one level of nesting. For example, we
could group all children’s cereals into family-acceptable and not acceptable. For an
example of such grouping for automobiles see Goldberg (1995).
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out that in the nested logit speci�cation the order of the nests mat-
ters.18 For this reason Bresnahan et al. (1997) build on a the general
extreme-value model (McFadden 1978) to construct what they call the
principles-of-differentiation general extreme-value (PD GEV) model of
demand for computers. In their model they are able to use two dimen-
sions of differentiation, without ordering them. With the exception of
dealing with the problem of ordering the nests, this model retains all
the advantages and disadvantages of the nested logit. In particular it
implies a closed-form expression for the integral in equation (4).

In principle one could consider estimating an unrestricted
variance-covariance matrix of the shock, e ij t . This, however, reintro-
duces the dimensionality problem discussed in the Introduction.19 If
in the full model, described by equations (1) and (2), we maintain
the i.i.d. extreme-value distribution assumption on e ij t . Correlation
between choices is obtained through the term l ij t . The correlation
will be a function of both product and consumer characteristics: the
correlation will be between products with similar characteristics, and
consumers with similar demographics will have similar rankings of
products and therefore similar substitution patterns. Therefore, rather
than having to estimate a large number of parameters, correspond-
ing to an unrestricted variance-covariance matrix, we only have to
estimate a smaller number.

The price elasticities of the market shares, sj t , de�ned by
equation (4) are

´jkt 5
@sj t pkt

@pkt sj t

5

( pj t

sj t
H a i sij t(1 sij t) d ÃP *

D(D) dP *
m (v) if j 5 k ,

pkt

sj t
H a isij tsikt d ÃP *

D(D) dP *
m (v) otherwise,

where sij t 5 exp( d j t 1 l ij t)/ [1 1 S K
k 5 1 exp( d kt 1 l ikt)] is the probability of

individual i purchasing product j . Now the own-price elasticity will
not necessary be driven by the functional form. The partial derivative
of the market shares will no longer be determined by a single param-
eter, a . Instead, each individual will have a different price sensitivity,
which will be averaged to a mean price sensitivity using the individ-
ual speci�c probabilities of purchase as weights. The price sensitivity

18. So, for example, classifying computers �rst into branded/nonbranded and then
into frontier/nonfrontier technology implies different substitution patterns than clas-
sifying �rst into frontier/nonfrontier technology and then into branded/nonbranded,
even if the classi�cation of products does not change.

19. See Hausman and Wise (1978) for an example of such a model with a small
number of products.
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will be different for different brands. So if, for example, consumers of
Kellogg’s Corn Flakes have high price sensitivity, then the own-price
elasticity of Kellogg’s Corn Flakes will be high despite the low prices
and the fact that prices enter linearly. Therefore, substitution patterns
are not driven by functional form, but by the differences in the price
sensitivity, or the marginal utility from income, between consumers
that purchase the various products.

The full model also allows for �exible substitution patterns,
which are not constrained by a priori segmentation of the market (yet
at the same time can take advantage of this segmentation by including
a segment dummy variable as a product characteristic). The compos-
ite random shock, l ij t 1 e ij t , is then no longer independent of the
product and consumer characteristics. Thus, if the price of a brand
goes up, consumers are more likely to switch to brands with similar
characteristics rather than to the most popular brand.

Unfortunately, these advantages do not come without cost. Esti-
mation of the model speci�ed in equation (3) is not as simple as that
of the logit, nested logit, or GEV models. There are two immediate
problems. First, equation (4) no longer has an analytic closed form
[like that given in equation (6) for the Logit case]. Furthermore, the
computation of the integral in equation (4) is dif�cult. This problem
is solved using simulation methods, as described below. Second, we
now require information about the distribution of consumer hetero-
geneity in order to compute the market shares. This could come in
the form of a parametric assumption on the functional form of the
distribution or by using additional data sources. Demographics of the
population, for example, can be obtained by sampling from the CPS.

3. Estimation

3.1 The Data

The market-level data required to consistently estimate the model pre-
viously described consists of the following variables: market shares
and prices in each market, and brand characteristics. In addition
information on the distribution of demographics, ÃP *

D , is useful,20 as
are marketing mix variables (such as advertising expenditures or the
availability of coupons or promotional activity). In principle, some
of the parameters of the model are identi�ed even with data on one

20. Recall that we divided the demographic variables into two types. The �rst were
those variables for which we had some information regarding the distribution. If such
information is not available we are left with only the second type, i.e., variables for
which we assume a parametric distribution.
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market. However, it is highly recommended to gather data on sev-
eral markets with variation in relative prices of the products and/or
products offered.

Market shares are de�ned using a quantity variable, which
depends on the context and should be determined by the speci�cs
of the problem. BLP use the number of automobiles sold, while Nevo
(2000a, b) converts pounds of cereal into servings. Probably the most
important consideration in choosing the quantity variable is the need
to de�ne a market share for the outside good. This share will rarely
be observed directly, and will usually be de�ned as the total size of
the market minus the shares of the inside goods. The total size of the
market is assumed according to the context. So, for example, Nevo
(2000a, b) assumes the size of the market for ready-to-eat cereal to be
one serving of cereal per capita per day. Bresnahan et al. (1997), in
estimating demand for computers, take the potential market to be the
total number of of�ce-based employees.

In general I found the following rules useful when de�ning the
market size. You want to make sure to de�ne the market large enough
to allow for a nonzero share of the outside good. When looking at his-
torical data one can use eventual growth to learn about the potential
market size. One should check the sensitivity of the results to the
market de�nition; if the results are sensitive, consider an alternative.
There are two parts to de�ning the market size: choosing the variable
to which the market size is proportional, and choosing the propor-
tionality factor. For example, one can assume that the market size is
proportional to the size of the population with the proportionality
factor equal to a constant factor, which can be estimated (Berry et al.,
1996). From my own (somewhat limited) experience, getting the right
variable from which to make things proportional is the harder, and
more important, component of this process.

An important part of any data set required to implement the
models described in Section 2 consists of the product characteristics.
These can include physical product characteristics and market seg-
mentation information. They can be collected from manufacturer’s
descriptions of the product, the trade press, or the researcher’s prior.
In collecting product characteristics we recall the two roles they play
in the analysis: explaining the mean utility level d ( ? ) in equation (3),
and driving the substitution patterns through the term l ( ? ) in
equation (3). Ideally, these two roles should be kept separate. If the
number of markets is large enough relative to the number of prod-
ucts, the mean utility can be explained by including product dummy
variables in the regression. These variables will absorb any product
characteristics that are constant across markets. A discussion of the
issues arising from including brand dummy variables is given below.
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Relying on product dummy variables to guide substitution pat-
terns is equivalent to estimating an unrestricted variance-covariance
matrix of the random shock e ij t in equation (1). Both imply estimat-
ing J (J 1)/ 2 parameters. Since part of our original motivation was
to reduce the number of parameters to be estimated, this is usually
not a feasible option. The substitution patterns are explained by the
product characteristics, and in deciding which attributes to collect the
researcher should keep this in mind.

The last component of the data is information regarding the
demographics of the consumers in different markets. Unlike market
shares, prices, or product characteristics, this estimation can proceed
without demographic information. In this case the estimation will rely
on assumed distributional assumptions rather than empirical distribu-
tions. The Current Population Survey (CPS) is a good, widely avail-
able source for demographic information.

3.2 Identi� cation

This section discusses, informally, some of the identi�cation issues.
There are several layers to the argument. First, I discuss how in gen-
eral a discrete choice model helps us identify substitution patterns,
using aggregate data from (potentially) a small number of markets.
Second, I ask what in the data helps us distinguish between different
discrete choice models—for example, how we can distinguish between
the logit and the random-coef�cients logit.

A useful starting point is to ask how one would approach the
problem of estimating price elasticities if a controlled experiment
could be conducted. The answer is to expose different consumers to
randomly assigned prices and record their purchasing patterns. Fur-
thermore, one could relate these purchasing patterns to individual
characteristics. If individual purchases could not be observed, the
experiment could still be run by comparing the different aggregate
purchases of different groups. Once again, in principle, these patterns
could be related to the difference in individual characteristics between
the groups.

There are two potential problems with mapping the data des-
cribed in the previous section into the data that arises from the ideal
controlled experiment, described in the previous paragraph. First,
prices are not randomly assigned; rather, they are set by pro�t-maxim-
izing �rms that take into account information that, due to inferior
knowledge, the researcher has to include in the error term. This prob-
lem can be solved, at least in principle, by using instrumental
variables.

The second, somewhat more conceptual dif�culty arises because
discrete choice models, for example the logit model, can be estimated
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using data from just one market; hence, we are not mimicking the
experiment previously described. Instead, in our experiment we ask
consumers to choose between products, which are perceived as bun-
dles of attributes. We then reveal the preferences for these attributes,
one of which is price. The data from each market should not be seen
as one observation of purchases when faced with a particular price
vector; rather, it is an observation on the relative likelihood of pur-
chasing J different bundles of attributes. The discrete choice model
ties these probabilities to a utility model that allows us to compute
price elasticities. The identifying power of this experiment increases
as more markets are included with variation both in the characteristics
of products and in the choice set. The same (informal) identi�cation
argument holds for the nested logit, GEV, and random-coef�cients
models, which are generalized forms of the logit model.

There are two caveats to the informal argument previously
given. If one wants to tie demographic variables to observed pur-
chases [i.e., allow for ÕDi in equation (2)], several markets, with
variation in the distribution of demographics, have to be observed.
Second, if not all the product characteristics are observed and these
unobserved attributes are correlated with some of the observed char-
acteristics, then we are faced with an endogeneity problem. The prob-
lem can be solved by using instrumental variables, but we note that
the formal requirements from these instrumental variables depend
on what we believe goes into the error term. In particular, if brand-
speci�c dummy variables are included, we will need the instrumental
variables to satisfy different requirements. I return to this point in
Section 3.4.

A different question is: What makes the random-coef�cients logit
respond differently to product characteristics? In other words, what
pins down the substitution patterns? The answer goes back to the dif-
ference in the predictions of the two models and can be best explained
with an example. Suppose we observe three products: A, B, and C.
Products A and B are very similar in their characteristics, while prod-
ucts B and C have the same market shares. Suppose we observe mar-
ket shares and prices in two periods, and suppose the only change
is that the price of product A increases. The logit model predicts that
the market shares of both products B and C should increase by the
same amount. On the other hand, the random-coef�cients logit allows
for the possibility that the market share of product B, the one more
similar to product A, will increase by more. By observing the actual
relative change in the market shares of products B and C we can dis-
tinguish between the two models. Furthermore, the degree of change
will allow us to identify the parameters that govern the distribution
of the random coef�cients.
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This argument suggests that having data from more markets
helps identify the parameters that govern the distribution of the ran-
dom coef�cients. Furthermore, observing the change in market shares
as new products enter or as characteristics of existing products change
provides variation that is helpful in the estimation.

3.3 The Estimation Algorithm

In this subsection I outline how the parameters of the models des-
cribed in Section 2 can be consistently estimated using the data des-
cribed in Section 3.1. Following Berry’s (1994) suggestion, a GMM
estimator is constructed. Given a value of the unknown parameters,
the implied error term is computed and interacted with the instru-
ments to form the GMM objective function. Next, a search is per-
formed over all the possible parameter values to �nd those values
that minimize the objective function. In this subsection I discuss what
the error term is, how it can be computed, and some computational
details. Discussion of the instrumental variables is deferred to the next
section.

As previously pointed out, a straightforward approach to the
estimation is to solve

Min
h

d s(x, p, d (x, p, »; h 1) ; h 2) S d , (7)

where s( ? ) are the market shares given by equation (4), and S are the
observed market shares. However, this approach is usually not taken,
for several reasons. First, all the parameters enter the minimization
in equation (7) in a nonlinear fashion. In some applications the inclu-
sion of brand and time dummy variables results in a large number of
parameters and a costly nonlinear minimization problem. The estima-
tion procedure suggested by Berry (1994), which is described below,
avoids this problem by transforming the minimization problem so that
some (or all) of the parameters enter the objective function linearly.

Fundamentally, though, the main contribution of the estimation
method proposed by Berry (1994) is that it allows one to deal with
correlation between the (structural) error term and prices (or other
variables that in�uence demand). As we saw in Section 2.1, there are
several variables that are unobserved by the researcher. These include
the individual-level characteristics, denoted (Di , vi , e i) , as well as the
unobserved product characteristics, »j . As we saw in equation (4),
the unobserved individual attributes (Di , vi , e i ) were integrated over.
Therefore, the econometric error term will be the unobserved product
characteristics, »j t . Since it is likely that prices are correlated with this
term, the econometric estimation will have to take account of this. The



Random-Coef�cients Logit Models of Demand 531

standard nonlinear simultaneous-equations model [see, for example,
Amemiya (1985, Chapter 8)] allows both parameters and variables to
enter in a nonlinear way, but requires a separable additive error term.
Equation (7) does not meet this requirement. The estimation method
proposed by Berry (1994), and described below, shows how to adapt
the model described in the previous section to �t into the standard
(linear or) nonlinear simultaneous-equations model.

Formally, let Z 5 [z1, . . . , zM ] be a set of instruments such that

E[Zm x ( h * ) ] 5 0, m 5 1, . . . , M , (8)

where x , a function of the model parameters, is an error term de�ned
below, and h * denotes the “true” values of the parameters. The GMM
estimate is

Ãh 5 argmin
h

x ( h ) ¢ Z F 1Z ¢ x ( h ) , (9)

where F is a consistent estimate of E[Z ¢ x x ¢ Z]. The logic driving this
estimate is simple enough. At the true parameter value, h * , the pop-
ulation moment, de�ned by equation (8), is equal to zero. So we
choose our estimate such that it sets the sample analog of the moments
de�ned in equation (8), i.e., Z ¢ Ãx , to zero. If there are more indepen-
dent moment equations than parameters [i.e., dim(Z) > dim( h )], we
cannot set all the sample analogs exactly to zero and will have to set
them as close to zero as possible. The weight matrix, F 1, de�nes the
metric by which we measure how close to zero we are. By using the
inverse of the variance-covariance matrix of the moments, we give
less weight to those moments (equations) that have a higher variance.

Following Berry (1994), the error term is not de�ned as the differ-
ence between the observed and predicted market shares, as in
equation (7); rather it is de�ned as the structural error, »j t . The advan-
tage of working with a structural error is that the link to economic
theory is tighter, allowing us to think of economic theories that would
justify various instrumental variables.

In order to use equation (9) we need to express the error term
as an explicit function of the parameters of the model and the data.
The key insight, which can be seen in equation (3), is that the error
term, »j t , only enters the mean utility level, d ( ? ) . Furthermore, the
mean utility level is a linear function of »j t ; thus, in order to obtain an
expression for the error term we need to express the mean utility as a
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linear function of the variables and parameters of the model. In order
to do this, we solve for each market the implicit system of equations

s( d ? t ; h 2) 5 S ? t , t 5 1, . . . , T , (10)

where s( ? ) are the market shares given by equation (4), and S are the
observed market shares.

The intuition for why we want to do this is given below. In
solving this system of equations we have two steps. First, we need a
way to compute the left-hand side of equation (10), which is de�ned
by equation (4). For some special cases of the general model (e.g., logit,
nested logit, and PD GEV) the market-share equation has an analytic
formula. For the full random-coef�cients model the integral de�ning
the market shares has to be computed by simulation. There are several
ways to do this. Probably the most common is to approximate the
integral given by equation (4) by

sj t (p ? t , x ? t , d ? t , Pns; h 2)

5
1
ns

ns

S
i 5 1

sj ti 5
1
ns
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S
i 5 1

´
exp d j t 1 S K

k 5 1 x k
j t(¾kv

k
i 1 ¼k1Di1 1 ? ? ? 1 ¼kdDid)

1 1 S J
m 5 1 exp d mt 1 S K

k 5 1 x k
mt(¾kv

k
i 1 ¼k1Di1 1 ? ? ? 1 ¼kdDid)

,

(11)

where ( m 1
i , . . . , m K

i ) and (Di1, . . . , Did) , i 5 1, . . . , ns, are draws from
ÃP *
m (v) and P *

D(D) , respectively, while xk
j t , k 5 1, . . . , K , are the variables

that have random slope coef�cients. Note the we use the extreme-value
distribution P *

e ( e ) , to integrate the e ¢ s analytically. Issues regarding
sampling from P *

m v and ÃP *
D(D) , alternative methods to approximate

the market shares, and their advantages are discussed in detail in the
appendix (available from http://elsa.berkeley.edu/ ~ nevo).

Second, using the computation of the market share, we invert the
system of equations. For the simplest special case, the logit model,
this inversion can be computed analytically by d j t 5 ln Sj t ln S0t ,
where S0t is the market share of the outside good. Note that it is the
observed market shares that enter this equation. This inversion can
also be computed analytically in the nested logit model (Berry, 1994)
and the PD GEV model (Bresnahan et al., 1997).

For the full random-coef�cients model the system of equations
(10) is nonlinear and is solved numerically. It can be solved by using

http://elsa.berkeley.edu/%7Enevo
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the contraction mapping suggested by BLP (see there for a proof of
convergence), which amounts to computing the series

d h 1 1
? t 5 d h

? t 1 ln S? t ln S(p ? t , x ? t , d h
? t , Pns ; h 2) ,

t 5 1, . . . , T , h 5 0, . . . , H , (12)

where s( ? ) are the predicted market shares computed in the �rst step,
H is the smallest integer such that | | d H

? t d H 1
? t | | is smaller than some

tolerance level, and d H
? t is the approximation to d ? t .

Once the inversion has been computed, either analytically or
numerically, the error term is de�ned as

x j t 5 d j t(S? t ; h 2) (xj t b 1 a pj t) º »j t . (13)

Note that it is the observed market shares, S, that enter this equation.
Also, we can now see the reason for distinguishing between h 1 and
h 2 : h 1 enters this term, and the GMM objective, in a linear fashion,
while h 2 enters nonlinearly.

The intuition to the de�nition is as follows. For given values of
the nonlinear parameters h 2, we solve for the mean utility levels d ? t( ? ) ,
that set the predicted market shares equal to the observed market
shares. We de�ne the residual as the difference between this valuation
and the one predicted by the linear parameters a and b . The estimator,
de�ned by equation (9), is the one the minimizes the distance between
these different predictions.

Usually,21 the error term, as de�ned by equation (13), is the
unobserved product characteristic, »j t . However, if enough markets
are observed, then brand-speci�c dummy variables can be included as
product characteristics. The coef�cients on these dummy variable cap-
ture both the mean quality of observed characteristics that do not vary
over markets, b xj , and the overall mean of the unobserved characteris-
tics, »j . Thus, the error term is the market-speci�c deviation from the
main valuation, i.e., D »j t º »j t »j . The inclusion of brand dummy
variables introduces a challenge in estimating the taste parameters, b ,
which is dealt with below.

In the logit and nested logit models, with the appropriate choice
of a weight matrix,22 this procedure simpli�es to two-stage least
squares. In the full random-coef�cients model, both the computation
of the market shares and the inversion in order to get d j t( ? ) have to
be done numerically. The value of the estimate in equation (9) is then
computed using a nonlinear search. This search is simpli�ed by noting

21. See for example Berry (1994), BLP, Berry et al. (1996), and Bresnahan et al. (1997).
22. That is, F 5 Z ¢ Z, which is the “optimal” weight matrix under the assumption

of homoskedastic errors.
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that the �rst-order conditions of the minimization problem de�ned in
equation (9) with respect to h 1 are linear in these parameters. There-
fore, these linear parameters can be solved for (as a function of the
other parameters) and plugged into the rest of the �rst-order condi-
tions, limiting the nonlinear search to the nonlinear parameters only.

The details of the computation are given in the appendix.

3.4 Instruments

The identifying assumption in the algorithm previously given is
equation (8), which requires a set of exogenous instrumental variables.
As is the case with many hard problems, there is no global solution
that applies to all industries and data sets. Listed below are some of
the solutions offered in the literature. A precise discussion of how
appropriate each set of assumptions has to be done on a case-by-case
basis, but several advantages and problems are mentioned below.

The �rst set of variables that comes to mind are the instrumen-
tal variables de�ned by ordinary (or nonlinear) least squares, namely
the regressors (or more generally the derivative of the moment func-
tion with respect to the parameters). As previously discussed, there
are several reasons why these are invalid. For example, a variety of
differentiated-products pricing models predict that prices are a func-
tion of marginal cost and a markup term. The markup term is a func-
tion of the unobserved product characteristic, which is also the error
term in the demand equation. Therefore, prices will be correlated with
the error term, and the estimate of the price sensitivity will be biased.

A standard place to start the search for demand-side instrumen-
tal variables is to look for variables that shift cost and are uncorre-
lated with the demand shock. These are the textbook instrumental
variables, which work quite well when estimating demand for homo-
geneous products. The problem with the approach is that we rarely
observe cost data �ne enough that the cost shifters will vary by brand.
A restricted version of this approach uses whatever cost information is
available in combination with some restrictions on the demand spec-
i�cation [for example, see the cost variables used in Nevo (2000a)].
Even the restricted version is rarely feasible, due to lack of any
cost data.

The most popular identifying assumption used to deal with the
above endogeneity problem is to assume that the location of products
in the characteristics space is exogenous, or at least determined prior
to the revelation of the consumers’ valuation of the unobserved prod-
uct characteristics. This assumption can be combined with a speci�c
model of competition and functional-form assumptions to generate
an implicit set of instrumental variables (as in Bresnahan, 1981, 1987).
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BLP derive a slightly more explicit set of instrumental variables, which
build on a similar economic assumption. They use the observed prod-
uct characteristics (excluding price and other potentially endogenous
variables), the sums of the values of the same characteristics of other
products offered by that �rm (if the �rm produces more than one
product), and the sums of the values of the same characteristics of
products offered by other �rms.23

Instrumental variables of this type have been quite successful
in the study of many industries, including automobiles, computers,
and pharmaceutical drugs. One advantage of this approach is that the
instrumental variables vary by brand. The main problem is that in
some cases the assumption that observed characteristics are uncorre-
lated with the unobserved components is not valid. One example is
when certain types of products are better characterized by observed
attributes. Another example is if the time required to change the
observed characteristics is short and therefore changes in character-
istics could be reacting to the same sort of shocks as prices. Finally,
once a brand dummy variable is introduced, a problem arises with
these instrumental variables: unless there is variation in the products
offered in different markets, there is no variation between markets in
these instruments.

The last set of instrumental variables I discuss here was intro-
duced by Hausman et al. (1994) and Hausman (1996) and was used in
the context of the model described here by Nevo (2000a, b). The essen-
tial ideal is to exploit the panel structure of the data. This argument
is best demonstrated by an example. Nevo (2000a, b) observes quan-
tities and prices for ready-to-eat cereal in a cross section of cities over
twenty quarters. Following Hausman (1996), the identifying assump-
tion made is that, controlling for brand-speci�c intercepts and demo-
graphics, the city-speci�c valuations of the product, D »j t 5 »j t »j ,
are independent across cities but are allowed to be correlated within
a city over time. Given this assumption, the prices of the brand in
other cities are valid instruments; prices of brand j in two cities will
be correlated due to the common marginal cost, but due to the inde-
pendence assumption will be uncorrelated with the market-speci�c
valuation of the product.

There are several plausible situations in which the independence
assumption will not hold. Suppose there is a national (or regional)
demand shock, for example, discovery that �ber may reduce the risk

23. Just to be sure, suppose the product has two characteristics : horsepower (HP)
and size (S), and assume there are two �rms producing three products each. Then we
have six instrumental variables: The values of HP and S for each product, the sum of
HP and S for the �rm’s other two products, and the sum of HP and S for the three
products produced by the competition.
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of cancer. This discovery will increase the unobserved valuation of
all �ber-intensive cereal brands in all cities, and the independence
assumption will be violated. Alternatively, suppose one believes that
local advertising and promotions are coordinated across city borders
and that these activities in�uence demand. Then the independence
assumption will be violated.

The extent to which the assumptions needed to support any
of the above instrumental variables are valid in any given situation
is an empirical issue. Resolving this issue beyond any reasonable
doubt is dif�cult and requires comparing results from several sets
of instrumental variables, combing additional data sources, and using
the researcher’s knowledge of the industry.

3.5 Brand-Speci� c Dummy Variables

As previously pointed out, I believe that brand-speci�c �xed effects
should be used whenever possible. There are at least two good reasons
to include these dummy variables. First, in any case where we are
unsure that the observed characteristics capture the true factors that
determine utility, �xed effects should be included in order to improve
the �t of the model. We note that this helps �t the mean utility level
d j while substitution patterns are driven by observed characteristics
(either physical characteristics or market segmentation), as is the case
if we do not include a brand �xed effect.

Furthermore, the major motivation (Berry, 1994) for the estima-
tion scheme previously described is the need to instrument for the
correlation between prices and the unobserved quality of the prod-
uct, »j t . A brand-speci�c dummy variable captures the characteris-
tics that do not vary by market and the product-speci�c mean of
unobserved components, namely, xj b 1 »j . Therefore, the correlation
between prices and the brand-speci�c mean of unobserved quality is
fully accounted for and does not require an instrument. In order to
introduce a brand dummy variable we require observations on more
than one market. However, even without brand dummy variables, �t-
ting the model using observations from a single market is dif�cult
(see BLP, footnote 30).

Once brand dummy variables are introduced, the error term is
no longer the unobserved characteristics. Rather, it is the market-
speci�c deviation from this unobserved mean. This additional vari-
ance was not introduced by the dummy variables; it is present in all
models that use observations from more than one market. The use of
brand dummy variables forces the researcher to discuss this additional
variance explicitly.
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There are two potential objections to the use of brand dummy
variables. First, as previously mentioned, a major dif�culty in esti-
mating demand in differentiated product markets is that the number
of parameters increases proportionally to the square of the number
of products. The main motivation for the use of discrete choice mod-
els was to reduce this dimensionality problem. Does the introduction
of parameters that increase in proportion to the number of brands
defeat the whole purpose? No. The number of parameters increases
only with J (the number of brands) and not J 2. Furthermore, the brand
dummy variables are linear parameters and do not increase the com-
putational dif�culty. If the number of brands is large, the size of the
design matrix might be problematic, but given the computing power
required to run the full model, this is unlikely to be a serious dif�culty.

A more serious objection to the use of brand dummy variables
is that the taste coef�cients b cannot be identi�ed. Fortunately, this is
not true. The taste parameters can be retrieved by using a minimum-
distance procedure (as in Chamberlain, 1982). Let d 5 (d1, . . . , dj ) ¢

denote the J ´ 1 vector of brand dummy coef�cients, X be the J ´
K (K < J ) matrix of product characteristics that are �xed across mar-
kets, and » 5 (»1, . . . , »j ) ¢ be the J ´ 1 vector of unobserved product
qualities. Then from equation (1),

d 5 X b 1 ».

If we assume that E[» | X] 5 0, 24 then the estimates of b and » are

Ãb 5 X ¢ V 1
d X

1
X ¢ V 1

d
Ãd, Ã» 5 Ãd X Ãb ,

where Ãd is the vector of coef�cients estimated from the procedure
described in the previous section, and Vd is the variance-covariance
matrix of these estimates. This is simply a GLS regression where the
independent variable consists of the estimated brand effects, estimated
using the GMM procedure previously described and the full sam-
ple. The number of “observations” in this regression is the number
of brands. The correlation in the values of the dependent variable
is treated by weighting the regression by the estimated covariance
matrix, Vd , which is the estimate of this correlation. The coef�cients
on the brand dummy variables provide an unrestricted estimate of
the mean utility. The minimum-distance procedure project these esti-
mate onto a lower-dimensional space, which is implied by a restricted

24. Note that this is the assumption required to justify the use of observed product
characteristics as instrumental variables. Here, however, this assumption is only used
to recover the taste parameters. If one is unwilling to make it, the price sensitivity can
still be recovered using the other assumptions discussed in the previous section.
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model that sets » to zero. Chamberlain (1982) provides a chi-square
test to evaluate these restrictions.

4. AN APPLICATION

In this section I brie�y present the type of estimates one can obtain
from the random-coef�cients Logit model. The data used for this
demonstration were motivated by real scanner data (from the ready-
to-eat industry). However, the data is not real and should not be used
for any analysis. The focus is on providing a data set that can eas-
ily be used to learn the method. Therefore, I estimate a somewhat
restricted version of the model (with a limited amount of data). For a
more detailed and realistic use of the models presented here see either
BLP or Nevo (2000a, b). The data set used to generate the results and
the Matlab code used to perform the computation, is available from
http://elsa.berkeley.edu/ ~ nevo.

The data used for the analysis below consists of quantity and
prices for 24 brands of a differentiated product in 47 cities over 2 quar-
ters. The data was generated from a model of demand and supply.25

The marginal cost and the parameters required to simulate this model
were motivated by the estimates of Nevo (2000b). I use two prod-
uct characteristics: Sugar, which measures sugar content, and Mushy,
a dummy variable equal to one if the product gets soggy in milk.
Demographics were drawn from the Current Population Survey. They
include the log of income (Income), the log of income squared,
(Income Sq), Age, and Child, a dummy variable equal to one if the
individual is less than sixteen. The unobserved demographics, vi , were
drawn from a standard normal distribution. For each market I draw
20 individuals [i.e., ns 5 20 in equation (11)].

The results of the estimation can be found in Table I. The means
of the distribution of marginal utilities ( b ¢ s) are estimated by a
minimum-distance procedure described above and presented in the
�rst column. The results suggest that for the average consumer more
sugar increases the utility from the product. Estimates of heterogene-
ity around these means are presented in the next few columns. The
column labeled “Standard Deviations” captures the effects of the
unobserved demographics. The effects are insigni�cant, both econom-
ically and statistically. I return to this below. The last four columns
present the effect of demographics on the slope parameters. The point
estimates are economically signi�cant; I return to statistical signi�-
cance below. The estimates suggest that while the average consumer

25. The demand model of Section 2 was used. Supply was modeled using a standard
multiproduct-�rms differentiated-product Bertrand model.

http://elsa.berkeley.edu/%7Enevo
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might like a soggy cereal, the marginal valuation of sogginess de-
creases with age and income. In other words, adults are less sensitive
to the crispness of a cereal, as are the wealthier consumers. The dis-
tribution of the Mushy coef�cient can be seen in Figure 1. Most of the
consumers value sogginess in a positive way, but approximately 31%
of consumers actually prefer a crunchy cereal.

The mean price coef�cient is negative. Coef�cients on the inter-
action of price with demographics are economically signi�cant, while
the estimate of the standard deviation suggests that most of the het-
erogeneity is explained by the demographics (an issue we shall return
to below). Children and above-average-income consumers tend to be
less price-sensitive. The distribution of the individual price sensitivity
can be seen in Figure 2. It does not seem to be normal, which is a
result of the empirical distribution of demographics. In principle, the
tail of the distribution can reach positive values—implying that the
higher the price, the higher the utility. However, this is not the case
for these results.

Most of the coef�cients are not statistically signi�cant. This is
due for the most part to the simpli�cations I made in order to make
this example more accessible. If the focus were on the real use of
these estimates, their ef�ciency could be greatly improved by using
more data, increasing the number of simulations (ns), improving the
simulation methods (see the appendix on the web), or adding a supply
side (see Section 5). For now I focus on the economic signi�cance.

FIGURE 1. FREQUENCY DISTRIBUTION OF TASTE FOR
SOGGINESS
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FIGURE 2. FREQUENCY DISTRIBUTION OF PRICE COEFFICIENT

As noted above, all the estimates of the standard deviations
are economically insigni�cant,26 suggesting that the heterogeneity in
the coef�cients is mostly explained by the included demographics.
A measure of the relative importance of the demographics and ran-
dom shocks can be obtained from the ratios of the variance explained
by the demographics to the total variation in the distribution of the
estimated coef�cients; these are over 90%. This result is somewhat
at odds with previous work.27 The results here do not suggest that
observed demographics can explain all heterogeneity; they only sug-
gest that the data rejects the assumed normal distribution.

An alternative explanation for this result has to do with the
structure of the data used here. Unlike other work (for example, BLP),
by construction I have no variation across markets in the choice set. As
I mentioned in Section 3.2, this sort of variation in the choice set helps
identify the variance of the random shocks. This explanation, how-
ever, does not explain why the point estimates are low (as opposed
to the standard errors being high) and why the effect of demographic
variables is signi�cant.

Table II presents a sample of estimated own- and cross-price
elasticities. Each entry i, j , where i indexes row and j column, gives
the elasticity of brand i with respect to a change in the price of j . Since
the model does not imply a constant elasticity, this matrix will depend

26. Unlike the interactions with demographics, even after taking measures to
improve the ef�ciency of the estimates, they will still stay statistically insigni�cant.

27. Rossi et al. (1996) �nd that using previous purchasing history helps explain
heterogeneity above and beyond what is explained by demographics alone. Berry et al.
(1998) reach a similar conclusion using second-choice data.
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on the values of the variables used to evaluate it. Rather than choosing
a particular value (say the average, or a value at a particular market),
I present the median of each entry over the 94 markets in the sample.
The results demonstrate how the substitution patterns are determined
in this model. Products with similar characteristics will have larger
substitution patterns, all else equal. For example, brands 14 and 15
have identical observed characteristics, and therefore their cross-price
elasticities are essentially identical.

A diagnostic of how far the results are from the restrictive form
imposed by the logit model is given by examining the variation in
the cross-price elasticities in each column. As discussed in Section 2,
the logit model restricts all elasticities within a column to be equal.
Therefore, an indicator of how well the model has overcome these
restrictions is to examine the variation in the estimated elasticities.
One such measure is given by examining the ratio of the maximum
to the minimum cross-price elasticity within a column (the logit model
implies that all cross-price elasticities within a column are equal and
therefore a ratio of one). This ratio varies from 9 to 3. Not only does
this tell us the results have overcome the logit restrictions, but more
importantly it suggests for which brands the characteristics do not
seem strong enough to overcome the restrictions. This test therefore
suggests which characteristics we might want to add.28

5. CONCLUDING REMARKS

This paper has carefully discussed recent developments in methods
of estimating random-coef�cients (mixed) logit models. The emphasis
was on simplifying the exposition, and as a result several possible
extensions were not discussed. I brie�y mention these now.

5.1 Supply Side

In the above presentation the supply side was used only in order
to motivate the instrumental variables; it was not fully speci�ed and
estimated. In some cases we will want to fully specify a supply rela-
tionship and estimate it jointly with the demand-side equations (for
example, see BLP). This �ts into the above model easily by adding
moment conditions to the GMM objective function. The increase in
computational and programming complexity is small for standard
static supply-side models. As usual, estimating demand and supply

28. A formal speci�cation test of the logit model [in the spirit of Hausman and
McFadden (1984)] is the test of the hypothesis that all the nonlinear parameters are
jointly zero. This hypothesis is easily rejected.
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jointly has the advantage of increasing the ef�ciency of the estimates,
at the cost of requiring more structure. The cost and bene�ts are spe-
ci�c to each application and data set.

5.2 Consumer-Level Data

This paper has assumed that the researcher does not observe the pur-
chase decisions of individuals. There are many cases where this is not
true. In cases where only consumer data is observed, usually estima-
tion is conducted using either maximum likelihood or the simulated
method of moments [for recent examples and details see Goldberg,
(1995), Rossi et al. (1996), McFadden and Train (2000), or Shum (1999)].
The method discussed here can be applied in such cases by using the
consumer-level data to estimate the mean utility level d j t . The esti-
mated mean utility levels can now be treated in a similar way to the
mean utility levels computed from the inversion of the aggregate mar-
ket shares. Care has to be taken when computing the standard errors,
since the mean utility levels are now measured with error.

In most studies that use consumer-level data, the correlation
between the regressors and the error term, which was the main moti-
vation for the method discussed here, is usually ignored [one notable
exception is Villas-Boas and Winer (1999)]. This correlation might still
be present, for at least two reasons. First, even though consumers take
prices and other product characteristics as given, their optimal choice
from a menu of offerings could imply that econometric endogeneity
might still exist (Kennan, 1989). Second, unless enough control vari-
ables are included, common unobserved characteristics, »j t , could still
bias the estimates. The method proposed here could, in principle, deal
with the latter problem.

Potentially, one could observe both consumer and aggregate
data. In such cases the analysis proposed here could be enriched.
Petrin (1999) observes, in addition to the aggregate market shares
of automobile models, the probability of purchase by consumers of
different demographic groups. He uses this information in the form
of additional moment restriction (thus forcing the estimated proba-
bilities of purchase to predict the observed probabilities). Although
technically somewhat different, the idea is similar to using multiple
observations on the same product in different markets (i.e., different
demographic groups). Berry et al. (1998) generalize this strategy by �t-
ting three sets of moments to their sample counterparts: (1) the market
shares, as above, (2) the covariance of the product characteristics and
the observed demographics, and (3) the covariance of �rst and second
choice (they have a survey that describes what the consumer’s second
choice was). As Berry et al. (1998) point out, the algorithm they use is
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very similar to the one they introduced in BLP, which was the basis
for the discussion above.

5.3 Alternative Methods

An alternative to the discrete-choice methods discussed here is a mul-
tilevel demand model. The essential idea is to use aggregation and
separability assumptions to justify different levels of demand [see
Gorman (1959, 1971), or Deaton and Muellbauer (1980) and refer-
ences therein]. Originally these methods were developed to deal with
demand for broad categories like food, clothing, and shelter. Recently,
however, they have been adapted to demand for differentiated prod-
ucts [see Hausman et al. (1994) or Hausman (1996)]. The top level
is the overall demand for the product category (for example, RTE
cereal). Intermediate levels of the demand system model substitution
between various market segments (e.g., between children’s and natu-
ral cereals). The bottom level is the choice of a brand within a segment.
Each level of the demand system can be estimated using a �exible
functional form. This segmentation of the market reduces the num-
ber of parameters in inverse proportion to the number of segments.
Therefore, with either a small number of brands or a large number
of (a priori) reasonable segments, this methods can use �exible func-
tional forms [for example, the almost ideal demand system of Deaton
and Muellbauer (1980)] to give good �rst-order approximations to any
demand system. However, as the number of brands in each segment
increases beyond a handful, this method becomes less feasible. For a
comparison between the methods described below and these multi-
level models see Nevo (1997, Chapter 6).

5.4 Dynamics

The model presented here is static. However, it has close links to sev-
eral dynamic models. The �rst class of dynamic models are models of
dynamic �rm behavior. The links are twofold. The model used here
can feed into the dynamic model as in Pakes and McGuire (1994).
On the other hand, the dynamic model can be used to characterize
the endogenous choice of product characteristics, therefore supplying
more general identifying conditions.

An alternative class of dynamic models examine demand-side
dynamics (Erdem and Keane, 1996; Ackerberg, 1996). These models
generalize the demand model described here and are estimated using
consumer-level data. Although in principle these models could also
be estimated using aggregate (high-frequency) data, consumer-level
data is better suited for the task.
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5.5 Instruments and Additional Applications

As was mentioned in Sections 3.2–3.4, the identi�cation of parameters
in these models relies heavily on having an adequate set of exoge-
nous instrumental variables. Finding such instrumental variables is
crucial for any consistent estimation of demand parameters, and in
models of demand for differentiated products this problem is further
complicated by the fact that cost data are rarely observed and proxies
for cost will rarely exhibit much cross-brand variation. Some of the
solutions available in the literature have been presented, yet all suf-
fer from potential drawbacks. It is important not to get carried away
in the technical �reworks and to remember this most basic, yet very
dif�cult, identi�cation problem.

This paper has surveyed some of the growing literature that uses
the methods described here. The scope of application and potential of
use are far from exhausted. Of course, there are many more potential
applications within the study of industrial economics, both in study-
ing new industries and in answering different questions. However,
the full scope of these methods is not limited to industrial organiza-
tion. It is my hope that this paper will facilitate further application of
these methods.
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