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1 	Introduction

Productivity growth is the driving force behind economic development. A 
large development accounting literature has shown that much of the difference 
in income per capita across countries can be explained by differences in total 
factor productivity (TFP) (see, e.g., Hall and Jones 1999, Caselli 2005). On 
top of its “direct” effect on output, TFP growth can have positive feedback ef-
fects on human and physical capital accumulation (Hsieh and Klenow, 2010). 
Thus, one of the central questions for research on growth and economic devel-
opment is: What can be done to boost productivity?

Although productivity growth is a macroeconomic phenomenon, it re-
sults from a large number of micro-level changes, including the reduction of crit-
ical distortions that appear more prevalent in developing countries. In this paper, 
we review the existing evidence on these transformations and highlight priorities 
for future research. We find it useful to think about the 
necessary changes as arising from three types of transfor-
mations: in the capabilities of firms, the functioning of 
markets, and the interaction of firms with world markets.

Firstly, there are widespread differences across 
and within countries in the capabilities of individu-
al firms. Developing countries are typically character-
ised by a large number of small, unproductive firms 
and a small number of very few large, highly efficient, 
and disruptive companies (Hsieh and Olken 2014, 
Eslava et al. 2019). Although there is abundant ev-
idence that shows differences in capabilities explain 
an important part of the differences in productivity 
across both firms and countries, there is little evidence 
on why exactly these differences arise, and even less 
on interventions that could solve the problem.

We begin in Section 2.a by exploring the role of 
management practices and technology in firm produc-
tivity differences, two factors “internal” to firms. A substantial literature shows 
that differences in management practices explain an important part of overall 
differences in productivity across firms and across countries. However, few in-
terventions designed to increase firm performance through upgrading knowl-
edge of management practices have proven effective. Interventions may work 
better if targeted to high-ability entrepreneurs, implying the need for new tools 
to identify and select such entrepreneurs. New forms of technology that would 
bring firms closer to the efficiency frontier are generally poorly adopted in de-
veloping countries. We review the evidence as to why this is and explore possi-
ble interventions that would improve their adoption.

Developing countries 
are typically 
characterised by 
a large number of 
small, unproductive 
firms and a 
small number of 
very few large, 
highly efficient, 
and disruptive 
companies.
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There are also large differences in access to critical inputs across coun-
tries. We examine these “external” factors—including labour, capital, material 
inputs, or other inputs such as electricity—in Section 2.b. There appears to be 
significant constraints in the access to skilled workers and capital, and again, 
solving this problem looks complex. In developing countries, programmes to 
upgrade worker skills tend not to be effective, and programmes to make cap-
ital available have, at best, mixed results. We highlight potential avenues for 
further research on policy interventions to reduce these input constraints.

Second, there appears to be significant distortions in the way that markets 
operate in developing countries, as examined in Section 2.c. We first focus on the 
allocation of factors of production across firms—that is, making sure that the ex-
isting stock of inputs is allocated to the right firms. Numerous studies argue that 
there is significantly more dispersion in the value of marginal products of inputs 
across firms in developing countries than in high-income countries, which can help 
explain low levels of aggregate productivity. However, there is less evidence on why 
these distortions happen and their relative quantitative importance. Misallocation 
can also take the form of output market distortions and frictions such as trade and 
search costs that prevent firms from accessing domestic and world markets.

Competitive forces may also be weaker in developing countries. For ex-
ample, there is emerging evidence that agricultural value chains in many coun-
tries are controlled by a small number of firms with significant market power. 
Yet, very few low-income countries have antitrust strategies, and scarcely any 
sub-Saharan country has a competition authority. 

Industrial policy can also play a role in alleviating market failures and 
promoting positive externalities. Again, there is very limited evidence on the 
magnitude of market failures and externalities that industrial policy could help 
solve, or on the sectors in which these failures are more likely to be present. 
Further research is needed to identify these externalities and design appropri-
ate policies, taking low implementation capacity into account.

A final set of policies that could raise productivity are related to firms’ 
interactions with world markets. We first explore the potential for internation-
al trade to exacerbate or alleviate the distortions discussed above. These include 
production externalities, firm-level and size-dependent distortions, and poten-
tial thick-market adjustment frictions in factor markets. Research on these ques-
tions is still in its nascent phase. Second, we explore the various externalities 
that can be generated through trade or connections with multinational corpo-
rations. While an emerging literature argues that spillover effects could be im-
portant, more evidence is needed on the contexts and mechanisms under which 
they arise, in order to inform policymakers on the type of interventions needed 
to promote them. Third, we discuss state-provided services designed to promote 
trade. These include building the infrastructure necessary to conduct trading 
activities in a cost-efficient way and pursuing export promotion policies where 
it makes sense to do so. Finally, we review the evidence on how international 
trade affects the distribution of income across the economy. A large number of 



5EVIDENCE PAPER / FIRMS

studies have documented that trade liberalisation increases inequality, at least in 
the short run, and we discuss opportunities for inclusion in export-led growth.

A cross-cutting theme that comes out of the literature review below is 
the importance for future research to measure the size of externalities and mar-
ket failures that are present in developing countries’ markets. The nature of 
these externalities and market failures is manifold, and to inform policy, there is 
a need to understand for which firms and which sectors they are the strongest.

The second wide issue arising from this paper is the emerging impor-
tance of understanding value chains and production networks at both the do-
mestic and global level. New business-to-business relationships have been 
shown to create both opportunities and challenges for firms in developing 
countries. An increased focus on administrative data, such as value-added tax 
(VAT) records, tax records, supplier/client lists, and matched customs data, 
will be essential to supporting the research agenda in this area.

Three other distinctive aspects of this review de-
serve mention. The first is that we seek not only to high-
light the gaps in our knowledge of firms and markets in de-
veloping countries, but also to identify the research needed 
to inform more effective policy design. While understand-
ing the problems is the first step toward finding appropri-
ate solutions, we argue that more research is needed in 
several areas to determine which of the set of possible in-
terventions could be effective in this context (and which 
could not).

The second is our focus on making growth inclu-
sive. Most of the poor are informally employed in low-pro-
ductivity and low-paying jobs. Increasing the productivity 
of the firms that employ them (Section 2.a), giving them the 
skills to be more productive agents (Section 2.b.1), facili-
tating their transition to more productive sectors (Section 
2.c.1), and enabling the gains from trade to be shared more 
widely (Section 3.d) are all crucial elements of inclusive 
growth. However, there is heterogeneity in the size of firms and variation in own-
ership structures in developing countries, and the magnitude of the distortions or 
markets failures is likely to be significantly different across firm types. Similarly, 
age, gender and ethnicity can act as significant barriers and so affect the set of op-
portunities individuals face as entrepreneurs, managers and employees. 

Finally, while the language used in the paper often refers to the man-
ufacturing sector and the production of tradable goods, many of the issues 
discussed also relate to the primary and tertiary sectors of the economy. 
Approximately 50 percent of the value-add in both sub-Saharan Africa and 
South Asia comes from the tertiary sector; services have the potential to be 
one of the pillars of growth strategies in developing countries. Yet, research on 
services is rare and we encourage further research in this sector. Productivity 
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growth in agriculture remains a central issue and could be transformative for 
other sectors as well (see the discussion on structural transformation above). 
We focus specifically on how farmers are connected to markets and value 
chains, and the role of intermediaries and agro-businesses.

Indian weaver Sunki Vani prepares silk threads prior to weaving a saree on a handloom in India. 

Photo by NOAH SEELAM/AFP/Getty Images
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2	 Increasing productivity 
in developing countries

In this section, we explore three possible channels through which developing 
countries’ productivity could be increased. The first is to increase productivity 
within firms by attracting more capable entrepreneurs or facilitating the emer-
gence of disruptive businesses. The second is to provide better primary factors 
of production (labour and capital) or reduce barriers between existing firms 
and factors of production. The last is to improve the functioning of markets by 
removing sources of factor misallocation across firms, increasing market ac-
cess, mitigating the absence of competition, and supporting sectors that gener-
ate positive externalities for the wider economy.

A Improving productivity within firms

1.  Management practices and entrepreneur selection
There is now overwhelming evidence that management practices matter in ex-
plaining firm performance across countries and over time (Bloom and Van 
Reenen 2010, Bloom et al. 2012, Bloom et al. 2016, McKenzie and Woodruff 
2017). The consequence for policy in developing countries is to understand 
how entrepreneurs’ business knowledge and management practices can be im-
proved in order to help people and their businesses grow.

Many solutions could be put forward. We explore here training pro-
grammes, consulting services, and coaching and mentoring. Before reviewing 
the literature on each of these below, it is worth noting that there are numer-
ous studies on this issue, each one focusing on the impact of one specific inter-
vention, usually on one type of firm (small, medium or large companies) and a 
single sector. Capturing all of this heterogeneity in this review would be chal-
lenging and so we draw relatively broad lessons from this literature. One pos-
sible avenue of research is to aggregate knowledge around this issue and gen-
erate predictions on the type of programme and context in which these types 
of interventions are likely to be most effective.

The first type of programme we explore is “training” entrepreneurs, 
teaching them a set of methods to improve their managerial capacity and busi-
ness performance (see Fiala 2014, McKenzie and Woodruff 2014, and Grimm 
and Paffhausen 2015 for a review). However, several randomised experiments 
delivering management training programmes to entrepreneurs have shown 
very small effects on business performance. While these types of trainings tend 
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to have an impact on the creation of new businesses or the survival rate of 
existing firms (Higuchi et al. 2017), in the short run, they have mixed ef-
fects on adoption of best business practices at best. Additionally, they do not 
lead to significant positive effects on profits, sales, or employment for most 
firms (McKenzie and Woodruff 2014). A more recent set of experiments have 
found positive effects on the adoption of better management practices and 
subsequent increases in employment (Brooks et al. 2018, Higuchi et al. 2019, 
Martinez et al. 2018, Anderson et al. 2018). Moreover, several studies have 
found positive and significant effects on business performance when study-
ing such programmes over the medium term (2-3 years) or increasing sample 
size (Higuchi et al. 2019, McKenzie and Puerto 2017, Valdivia 2015). In sum, 
there is little evidence on why training programmes deliver in certain instanc-
es but not in others. It is even less clear whether their economic benefits are 
worth the cost for a government looking to implement them at scale.

Most of these studies are based on randomised con-
trol trials that use a relatively small sample size and can typ-
ically only measure outcomes in the short run. Using a very 
different approach, Giorcelli (2019) documents that a tech-
nical assistance programme in the US in the 1950s had a 
significant and long-lasting impact on the productivity of 
participating Italian firms and that this effect was strong-
er for firms that received both management and technolo-
gy transfers. 

A potential explanation for these disappointing 
observed effects may be that management practices train-
ing alone is not enough. Other barriers to growth, such 
as credit constraints, may prevent entrepreneurs from 
translating their learned skills into higher business per-
formance. Several recent experiments have offered entre-
preneurs a combination of business training programmes 
and cash grants (see, e.g., Berge et al. 2014 and Karlan et 
al. 2015). Again in this case, however, the programmes 
have had mixed positive effects on the adoption of busi-
ness practices and have not lead to significant effects on sales or profits.

There are three other factors that could explain the poor performance 
of business trainings and should be the subject of further research. The cost of 
these programmes per entrepreneur is typically around USD 200. As such, the 
programmes may not be of a high enough quality to generate significant chang-
es in business practices of manager training, especially if we assume that higher 
quality and more expensive programmes are likely to have a higher impact on 
sales, profits, and employment. A competing explanation is that in most stud-
ies, business training programmes were offered for free to treated entrepreneurs. 
For that reason, entrepreneurs’ motivation may be too low to allow them to ful-
ly grasp the contents of the class. Having entrepreneurs pay at least a fraction 

There is little 
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of the programme’s cost may be a way to increase adoption of better business 
practices and should be tested experimentally. Finally, business training pro-
grammes that gather entrepreneurs from a wide range of sectors or cover a wide 
range of topics in a limited period may prioritise general management skills 
over sector- or function-specific skills (e.g., marketing, finance, human resourc-
es, etc.). A series of recent papers have attempted to offer more focused training 
programmes (Anderson et al. 2018) or show that the way trainings are delivered 
matters (Drexler et al. 2014, Campos et al. 2017).

These results on the generality vs. specificity of training programmes 
provides a motivation for a second solution to improving productivity within 
the firm: consulting services. Management consulting services are, by nature, 
firm specific. A team of highly skilled advisors analyses a firm’s operations and 
makes recommendations on where improvements could be made. Bloom et 
al. (2013) and Bruhn et al. (2018) offer free consulting firm services to large 
and small firms, respectively, and both find positive outcomes on firm perfor-
mance. In Bloom et al. (2013), treated firms saw their profits increase by an av-
erage of USD 300,000 after one year of consultation, corresponding to a 130 
percent rate of return. Eight years after the programme was delivered, treat-
ed firms were still implementing better management practices and performing 
better than the control group.

This evidence raises an important follow-up question. Since consulting 
services or even some training programmes generate a positive return on invest-
ment, why aren’t firms willing to pay for these services themselves? A number of 
potential reasons should be examined in future research. First, firms may be un-
aware of the positive returns that these programmes generate. A similar explana-
tion, compatible with the mixed evidence on the impact of training programmes, 
could be that the market for management support is subject to adverse selec-
tion: Firms are unable to identify providers offering sufficiently high-quality ser-
vices. Second, management consulting typically requires that firms share inter-
nal data, production processes and information about their clients for efficien-
cy’s sake, and companies may not trust many of the potential providers in that 
regard. Third, consulting services are usually very expensive, and firms may not 
have the liquidity or sufficient access to credit to pay for them.

Iacovone et al. (2019) provides an alternative setting to solve this last is-
sue. They provide consulting to small groups of firms in Colombia at approxi-
mately one third the cost of one-on-one consulting. In terms of impact, this alter-
native approach performed better than individual consulting. It is not clear, how-
ever, whether these positive results came from the consulting services themselves 
or the fact that the programme allowed the group-treated firms to interact with 
one another, an intervention that has shown encouraging results in other settings.

Focusing on this approach, coaching, mentoring, and peer interac-
tion programmes could be an alternative solution to helping small businesses 
grow. Cai and Szeidl (2017) and Fafchamps and Quinn (2018) bring entrepre-
neurs together to generate networking opportunities among business owners. 
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Fafchamps and Quinn (2018) show that linking firms or providing them infor-
mation on one another have a positive effect on knowledge of some business 
practices. Cai and Szeidl (2017) show that entrepreneurs who participated in 
randomly formed business associations see an improvement in their knowledge 
of management practices but also an increase in revenues and profits through 
acquired knowledge about business-relevant information (e.g., on suppliers or 
clients). This last intervention is particularly promising, as its impact is similar 
in magnitude to the very expensive consulting services offered in Bloom et al. 
(2013) but obtained at a much lower cost. Finally, one-on-one mentorship pro-
grammes for microenterprise owners (Brooks et al. 2018) generated a positive 
effect on profits, though this effect faded away as the relationships dissolved.

As the review presented above shows, the literature on ways to improve 
management practices of business owners is already very large. Nonetheless, it 
leaves a number of questions to be addressed on business training programmes.

First, the mixed effects observed in training programmes need to be 
rationalised. Why do they work in certain instances but not in others? Are 
there ways to deliver these trainings in a more effective and cost-efficient way? 
Should the materials covered be wide or very specific? Plausibly, the appro-
priate training may depend on the context. Personal initiative training (e.g., 
Campos et al. 2017) may be more effective for subsistence entrepreneurs than 
for owners of medium-sized businesses, for instance. By contrast, individual 
consulting may be more cost effective for larger firms.

Second, while mentorship and business associations have shown promis-
ing results, the external validity of these results still needs to be explored. Are these 
programmes more likely to succeed in specific sectors or environments? Cai and 
Szeidl (2017) show that in their setting in Nanchang, China, learning was more 
likely to happen between firms that were not competing in the same sectors. Does 
the size of the effects justify that these interventions be implemented at scale?

Third, there is very limited evidence on the general equilibrium effects 
of business training, consulting services, or mentorship programmes. Any pro-
gramme that generates a competitive advantage for some set of firms is like-
ly to generate negative spillovers for other firms, as demand is unlikely to be 
highly elastic (except when it comes to highly tradable goods). These pro-
grammes are rarely implemented on a large scale, and the identification chal-
lenges that come with large-scale, non-random treatment of firms reduces re-
searchers’ incentives to focus on this question. However, this question cannot 
be ignored; if these programmes have the potential to be cost efficient, govern-
ments may and should want to implement them at scale.

Fourth, while Bloom et al. (2013) argue very convincingly that certain 
management practices are intrinsically better across environments, other prac-
tices may be preferable in some settings and not in others, depending on culture 
and traditions. Gaining understanding on the boundary between management 
practices that are inherently better and those that may only prove effective with-
in specific environments is another interesting potential avenue for research.
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Finally, to return to the first point made in this section, the fact that 
the use of best management practices is positively correlated with firm per-
formance may be driven by variation in other factors, such as entrepreneuri-
al ability, with high ability being a requirement to implement best practices. 
Evidence from the business training programmes highlighted above—where 
despite adoption of best management practices, businesses failed to increase 
sales or profits—suggest that this alternative interpretation for the observed 
patterns may be important. As such, business training 
programmes or management consulting services may 
be more efficient if offered only to high-ability entrepre-
neurs. To be able to target programmes in this way, of 
course, one needs to be able to identify and select such 
business owners.

A great deal can be learned from the literature 
on business plan competitions (Fafchamps and Woodruff 
2017, Fafchamps and Quinn 2017, McKenzie 2017) and 
accelerator programmes (Gonzalez-Uribe and Leatherbee 
2018), whose main purpose is to identify high-potential en-
trepreneurs before offering them services. The evidence on 
this issue so far shows that identifying such entrepreneurs 
is, to say the least, a challenging endeavour.

Kahneman and Klein (2009) show that expert predictions on business 
performance are more accurate if they have extensive experience making sim-
ilar judgments and access to feedback on the accuracy of their predictions. 
McKenzie and Sansone (2017) show that man-made predictions about the 
performance of a business plan are uncorrelated with actual business perfor-
mance. However, modern machine learning methods using administrative data 
do not offer noticeable improvements, as even the best models do not have 
strong predictive power.

A promising alternative could be to delegate the identification to peers 
within the entrepreneurs’ communities. Rigol et al. (2017) shows that ran-
domly distributed cash grants to entrepreneurs generate higher returns to cap-
ital for entrepreneurs ranked highly by their peers. In other words, community 
rankings perform better than machine learning predictions. However, one of 
the policy implementation challenges posed by this strategy is that peer rank-
ing is likely to be much more costly than machine learning techniques.

Whether panels are composed of experts or members of the commu-
nity, the role of discrimination biases in these selection processes is worth ex-
ploring. For example, gender-prescribed roles and social norms may prevent 
high ability entrepreneurs from being selected and meeting their potential.

Identifying high-potential entrepreneurs in a cost-efficient way is a 
challenge that requires more research. Other predictive techniques could be 
studied, such as psychological testing of entrepreneurs (Dlugosch et al. 2018). 
It is important to remember that developing methods to select entrepreneurs 
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have been used mainly to provide them financial support, but there are other 
barriers besides access to capital that might prevent businesses from growing; 
we will discuss this further in Section 2.b. However, developing tools to iden-
tify high-potential entrepreneurs for a cost-efficient provision of other services 
would be an interesting area for further research.

Next steps and research priorities

	—What type of entrepreneurship training programmes are cost efficient? Why don’t 

firms pay for these programmes themselves?

	—In which contexts are mentorship and peer interaction programmes effective? What 

mechanisms enable them to work?

	—What are the general equilibrium effects of entrepreneurship programmes?

	—Should entrepreneurs be selected into training programmes? Should governments 

identify and support gazelles?

	—Do gender-prescribed roles and social norms prevent high ability entrepreneurs 

from being selected in support programmes?

	—What is the role of incubators? Do they promote disruptive entry?

2. Technology adoption and innovation 
Another important dimension of productivity improvement within firms is the 
adoption of new technologies and innovation, both around process (finding 
better ways to produce existing products) and product (creating new prod-
ucts). Firms in low-income countries sometimes patent inventions created 
through research and development (R&D), but the vast majority of innovative 
activities is oriented toward adopting existing technology, rather than pushing 
the world technological frontier forward.

In theory, firms in developing countries should enjoy what Gerschenkron 
(1961) calls the “advantages of backwardness”—in particular, the fact that 
many new technologies and products have already been invented in high in-
come countries. But many countries have had difficulty capitalising on these ad-
vantages, and the process of technology diffusion may take decades to materi-
alise (Comin and Hobijn 2010). What is getting in the way? Why do firms have 
trouble catching up to the world technological frontier? And what policy inter-
ventions can help them do so?

Technology can be embedded in inputs, machinery, and equipment, 
or simply in production know-how. The general topic of access to inputs and 
capital—which firms do not have control over—will be the subject of a dis-
tinct Section in 2.b.2. First, we focus more on why firms may or may not adopt 
more advanced inputs or machinery.
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Barriers to technology adoption
The main challenge in studying the adoption of more advanced practices is de-
fining variables and metrics that describe the use of technology. This may be 
why the literature on this issue has mainly focused on agriculture. Yields are a 
straightforward measure of fields’ performance over time. Similarly, it is easy 
to track the use of high-yielding variety (HYV) seeds or fertilisers, at least in a 
binary way or through surveys. By contrast, direct measures of the use of tech-
nology by manufacturing firms are rare. A metric of how technology-intensive 
a production process is or a vertical classification of machinery are hard to de-
fine, especially across sectors.

The rationale behind studying the barriers to technology take-up in 
agricultural markets relies on the hypothesis that the returns to technology 
use in developing countries are high, but a number of factors prevent farm-
ers from adopting. However, documenting high positive returns for a specif-
ic technology is difficult. First, farmers’ profits can be difficult to appraise; 
estimates typically rely on survey recall data, which is imperfect by nature. 
Second, the costs of adopting a technology are challenging to evaluate, as they 
typically comprise more than the financial costs of buying inputs or machin-
ery (e.g., commuting to market to purchase them). Third, a number of iden-
tification challenges arise when estimating the marginal return of a technolo-
gy (see Foster and Rosenzweig 2010 for a thorough discussion on this issue). 
For example, farmers may respond to adopting a new input by re-optimising 
other inputs (Beaman et al. 2013), which makes it hard to isolate the effect of 
the introduction of the new technology. Duflo et al. (2008) find evidence that 
small quantities of fertiliser generate important output gains but are not able 
to draw conclusions about the profitability of the investment given the lack 
of cost data. Suri (2011) develops a structural methodology to measure prof-
its and finds heterogeneous returns across farmers, with those facing the high-
est gross returns also confronting the highest costs of acquisition due to poor 
infrastructure.

A large literature documents that farmers lack the knowledge about 
technologies available elsewhere. This shortage of information can take the 
form of not being aware of the existence or economic returns of a particular 
input or machinery, or not knowing how to use the technology (Foster and 
Rosenzweig 1995, Hanna et al. 2014). This observation has led to the devel-
opment of studies on the channels through which technology diffuses across 
social networks or through neighbours (Munshi 2004, Conley and Udry 2010, 
Bandiera and Rasul 2008, Duflo and Suri 2010).

A second potential constraint to technology diffusion in agriculture is 
access to credit (Gine and Klonner 2005, Miyata and Sawada 2007). Farmers 
may be aware of new technology that would generate positive returns but lack 
the liquidity necessary to acquire it. We further discuss the issue of access to 
capital in Section 2.b.2.
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Risk aversion and a lack of insurance markets can also contribute to low 
technology adoption in developing countries (Islam et al. 2018). New seed varie-
ties may be more sensitive to weather conditions and so generate a higher volatil-
ity in yields, despite greater returns on average. Acquiring new technology also re-
quires a high investment up front, prior to the realisation of uncertainty (Dercon and 
Christiaensen 2011). Moser and Barrett (2006) show that farmers with a more sta-
ble source of income in Madagascar are more likely to adopt a high-yielding rice pro-
duction method.

Additionally, of course, these three constraints to technology adoption may 
interact. The lack of yield insurance mechanisms may worsen credit constraints. 
Similarly, lack of access to information poses an additional uninsurable risk for farm-
ers (Magruder 2018).

In the manufacturing sector, the literature on technology adoption and dif-
fusion is thinner. Atkin et al. (2017) introduce a new waste-reducing technology for 
cutting soccer balls in Pakistan. Despite the high potential returns, only a handful of 
firms initially embrace the technology. The authors document another potential con-
straint to technology adoption: organisational barriers. In this case, the performance 
incentives set by the firms for the cutters (that is, the workers whose primary task is 
to pre-cut the soccer ball pieces) aim at increased speed, with no reward for reduc-
ing waste. As such, the initial slowdown in production that would follow the adop-
tion of the new technology discourages cutters from using it. De Rochambeau (2017) 
documents how intrinsic motivation and employer-employee relationships prevent 
the adoption of a monitoring technology for truck drivers in Liberia. Hardy and 
McCasland (2019) randomly introduce a new weaving technique across the network 
of garment producers in Ghana and subsequently place orders for which the tech-
nology is needed. Technology diffusion is negatively correlated with competition at 
baseline. Firms who receive training on the technique and an order are more willing 
to teach other firms about the technology than firms who only receive the technique.

Technology upgrading may also generate important benefits when improv-
ing the productivity of support functions inside the firm. Dalton et al. (2019) con-
duct an experiment where restaurants and pharmacies in Kenya are randomly giv-
en an opportunity to sign up for a new mobile payment technology. More than a 
year after the intervention, treated firms had better access to finance through the 
mobile loan network, and had not reduced their demand for loans granted by oth-
er financial institutions. They also experience less variability in their sales over a 
full year of operations.

Overall, existing evidence points to significant barriers to technology diffu-
sion in developing countries. While information, credit and insurance are well-doc-
umented sources of low adoption rates in agriculture, more research is needed to 
understand the main obstacles to upgrading technology, particularly in the manu-
facturing sector. In large industrial firms, organisational barriers and competition 
can also act as significant barriers, but little is known about the relative impor-
tance of each factor. This question remains particularly relevant for policymakers 
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who are looking for priority interventions that could bring 
their country closer to the world’s technological frontier. 
We now turn to possible interventions to increase techno-
logical diffusion in low-income countries.

Policy interventions
Increasing technology adoption in low-income countries 
is a challenging task, but there are a number of potential 
interventions to consider and evaluate.

First, governments could provide financial support 
to businesses to acquire more technology-intensive equipment. Increasing access 
to capital could be done through indirect interventions such as loan guarantees 
(Arraiz et al. 2014) or tax rebates that incentivise upgrading. An alternative could 
be the direct provision of funding for acquiring new technologies, such as cash 
or grants (De Mel et al. 2008), credit (Gine and Yang 2009, Crépon et al. 2015), 
insurance (Mobarak and Rosenzweig 2012) or in-kind transfers of equipment 
(Atkin et al. 2017, de Rochambeau 2017, Kelley et al. 2018, Fafchamps et al. 
2014). Now, credit, cash, or insurance provisions might not necessarily incentiv-
ise firms to innovate and might instead lead them to spend elsewhere, particular-
ly if a lack of information about available technology is the main constraint they 
face. However, these methods are more flexible than direct machinery or input 
donations, which may not be perfectly suited for firms’ specific needs.

Carter et al. (2013) report low take-up for vouchers providing a 73% 
discount on HYV seeds and fertilisers. Karlan et al. (2011) and Beaman et al. 
(2014) document a 35% and 12% increase in the use of chemical inputs, re-
spectively, from their interventions offering farmers the chemicals at a dis-
counted rate. While there is an extensive literature on reducing credit con-
straints at the firm level (see Section 2.b.2), there is much less evidence on how 
reducing these frictions impacts technology upgrading specifically.

Second, more direct interventions to incentivise technology upgrading could 
be tested. These include information provision—which, in the case of agriculture, 
is generally referred to as extension services (Cunguara and Moder 2011, Ali and 
Rahut 2013, Kondylis et al. 2017, Beaman et al. 2018)—or consultancy services 
and trainings (see the previous section for an extensive discussion on this point). 
Communication infrastructure can also facilitate technology diffusion. Gupta et al. 
(2019) show that rural Indian communities that received mobile phone network 
access early on due to geographical constraints were also more likely to adopt 
HYV seeds and fertilisers. They provide evidence that farmers made phone calls 
to a major call centre to get advice on the use of specific seed varieties and fertil-
isers. Finally, accelerator or incubator programmes—which are common for start-
ups in developed countries—could also promote innovation in low-income coun-
tries. However, there is limited evidence on the impact of these services. Indeed, 
Gonzalez-Uribe and Leatherbee (2017)’s analysis suggest that all of the positive ef-
fects of accelerator programmes could be attributed to the ability of the entrepre-
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neurs selected into these programmes. By contrast, Roberts et al. (2017) report that 
entrepreneurs value the network incubator programmes typically provide, a fact 
that resonates with the results from Cai and Szeidl (2017), discussed above.

Third, governments set laws which can create an enabling environment for 
upgrading. These regulations can take the form of allowing a wider set of labour 
contracts that facilitate technology adoption inside the firm (Atkin et al. 2017) or 
reforming lending policies (Banerjee and Duflo 2004). The state’s management of 
the macro-economy can also influence technology diffusion (Crouzet et al. 2018).

Next steps and research priorities

	—Uncovering evidence on the type of barriers to technology adoption. Are there 

specific sectors or firm types for which they are stronger?

	—Which policy interventions are most effective in reducing barriers to technology 

adoption?

	—Financial support

	—Information provision

	—Regulations that foster technology advancement

B Improving productivity through the creation and 
accumulation of higher quality factors of production
Firms produce output by employing labour, investing in machinery and other 
capital, and buying materials and other inputs (such as electricity). Technology, 
another input—which is either embedded in capital or material inputs or in 
the form of a production process—determines their productivity. This section 
discusses the extent to which firms in developing countries are constrained by 
their access to specific factors of production. 

Studying the availability of inputs to production is particularly impor-
tant for policy. Governments are often in a position to remove these con-
straints by liberalising imports of higher quality inputs or high-performing 
machinery or by designing more appropriate labour training programmes to 
upgrade the skills of the labour force.

1.  Labour
There is a small but growing evidence base on whether firms in developing coun-
tries are constrained in accessing labour. Two recent papers provide bounds 
for the evidence on this question.Hardy and McCasland (2017) study wheth-
er search and matching frictions restrain firms from hiring the optimal number 
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of workers. They conduct an experiment where unemployed young people are 
randomly placed as apprentices within small firms in Ghana. Apprentices’ cost 
of voluntary participation served as a screening device for firms. Firms given 
apprentices by the programme typically hired and retained them for at least six 
months, which suggests that firms face binding search costs. Moreover, reve-
nues and profits of treated firms increased by seven to ten percent per assigned 
apprentice, providing evidence that the marginal product of labour is positive 
and significant in these small enterprises, at least in the short run.

By contrast, in a field experiment in Sri Lanka, De Mel et al. (2019) 
find that providing wage subsidies to microenterprises does not generate a last-
ing impact on employment, profits, or sales, despite a significant positive re-
sponse to the incentives in the short run.

In larger firms, Blattman and Dercon (2018) and Menzel and Woodruff 
(2019) document high turnover rates among unskilled work-
ers. This suggests that larger and more productive manufac-
turing firms are not constrained by their access to unskilled 
labour, given that they constantly hire new workers to re-
place those who leave. Menzel and Woodruff (2019) show 
that the least skilled workers are likely to gain initial promo-
tions by moving across firms, but that promotions among 
more highly skilled workers are almost entirely within-fac-
tory. This pattern illustrates that the Bangladeshi factories 
they study understand how to retain workers but choose to 
do so only on the more skilled end of the spectrum, perhaps 
because the cost of finding highly skilled workers is greater 
than finding low-skilled ones.

On top of simply higher search costs for skilled 
workers, there may be a lack of supply of skilled workers 
in developing countries. Thus, a broader research agenda 
could include an exploration of how workers can be bet-
ter equipped with essential skills that benefit host firms. 
This issue is also related to the design of more efficient 
education systems in developing countries—systems that 
meet the needs of firms and the economy as a whole. While the entire education 
ecosystem is important, in this section we focus primarily on professional edu-
cation (such as vocational training, apprenticeships, and on-the-job training), 
which can enable workers to develop skill sets applicable to firms.

Card et al. (2011) conduct a job-training programme experiment in the 
Dominican Republic. The programme targeted toward low-income youth with 
less than secondary education, combined training on basic skills (to strength-
en the participants’ self-esteem) and vocational skills (to match the needs of lo-
cal employers). The authors find that the programme had a significant impact 
on employment outcomes for women. By contrast, Attanasio et al. (2011) find 
a positive and significant impact on employment and earnings among wom-
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en who were offered a subsidised vocational training programme in Colombia. 
The same outcomes were not significantly impacted for men. In follow-up 
work, the authors find that these impacts persist over the long run.

Subsidised apprenticeships could also be an effective way to upgrade the 
skills of a young and inexperienced labour force. On top of raising a worker’s 
productivity, apprenticeships can offer them the opportunity to acquire early la-
bour market experience, and participation signals information about their skills 
to future prospective employers (Pallais 2014). On firms’ side, subsidising ap-
prenticeships could ease the credit constraints that prevent companies from hir-
ing and training workers on their own. However, it is worth noting that even 
when fully subsidised, apprenticeships involve significant time costs for manag-
ers and other employees engaged in training apprentices.

Alfonsi et al. (2019) compare the relative performance of vocational training 
versus apprenticeship for unemployed youth in Uganda. They find that both vocation-
al training and apprenticeship programmes, which were provided over a six-month 
period, lead to significant upticks in skills and improvements in employment rates and 
other labour market outcomes. However, vocational training outcomes are almost 
twice as large as those for apprenticeships. The difference is that vocational training 
programmes provide a formal certificate for the skills acquired. As a result, the labour 
market mobility of vocational trainees is higher in the longer term, allowing them to 
jump back onto the job ladder more quickly if they fall into unemployment relative 
to those workers that have experience as apprentices but no credibly certified skills.

If vocational trainings exhibit a positive return on investment for 
youth, why don’t more people sign up for such programmes on their own? A 
first and natural explanation is that the youth are credit constrained and can-
not afford these human capital investments. A second explanation, explored in 
Jensen (2010), is that the perceived returns to vocational training programmes 
are lower than their actual returns. A final reason could be adverse selection 
in the market for vocational training. As Alfonsi et al. (2019) note, their pro-
grammes may have had such an impact because they selected high-quality 
providers from the crowded market for vocational training in Uganda. Thus, 
simply lifting the credit constraint faced by the youth by providing, e.g., cash 
transfers that match the value of the training may not generate the same im-
pact in the long run if young workers are unable to rank potential providers 
correctly. Understanding this degree of information asymmetry in the market 
for vocational training can be a key part of a future research agenda.

More generally, while the literature on vocational training programmes and 
apprenticeships is well established, large knowledge gaps remain in several areas. 
First, while the focus of this literature is generally on improving labour market out-
comes for unemployed youth, there is little evidence as to what type of programmes 
benefit firms the most; Hardy and McCasland (2017) and De Mel et al. (2019), pre-
sented above, are exceptions. In particular, understanding firms’ demand for skill 
upgrading programmes is an important area for further research (Macchiavello et 
al, 2015).  Second, the focus of training programmes and its impact on their effi-
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ciency is an area that needs more research. Should vocational training programmes 
be sector-specific rather than job-type specific? Or should they aim at improving 
soft skills rather than hard skills (Adhvaryu et al. 2018)? Should they target just 
unemployed youth, women who are at disadvantage in labour markets, or only 
individuals with secondary education? Finally, just as with entrepreneur training 
programmes, there is little evidence on the general equilibrium effect of these pro-
grammes. These, again, are likely to be important considerations for governments 
considering implementing subsidised vocational training programmes at scale.

While vocational training programmes and apprenticeships typically con-
sider how people entering the labour force could be equipped with a better set of 
skills, Lakagos et al. (2018) show how the growth rate of wages over a worker’s life 
cycle is lower in developing countries. A simple explanation for this observation, 
motivated by the facts described in the previous sections, is that firms in developing 
countries—perhaps because of their poor knowledge of management practices—
are less productive and hence do not transfer skills effectively to their employees. 
An alternative explanation is that conditional on host firms’ productivity, workers 
may be acquiring skills on the job at a slower rate in low-income countries than in 
high-income countries, which in turn lowers the productivity of host firms. Lower 
quality schooling, if it does not provide the right set of tools to acquire skills on 
the job, could be the responsible underlying factor. Discrimination on the job could 
also explain this pattern as individuals who get promoted or get access to train-
ing may not be the most capable. Macchiavello et al. (2015) document that while 
the majority of workers in garment factories in Bangladesh are female, very few of 
them are line supervisors. Following a supervisor training programme, workers in-
itially tend to judge female workers as being less effective, which in turn decreas-
es performance of the production line; but after four months of exposure, the gap 
closes. Finally, employee-employer matching frictions could be higher in develop-
ing countries, and hence the slow rate of learning on the job could simply reflect the 
poor quality of matches. We return to this issue in Section 2.c.1.

Next steps and research priorities

	—What is the magnitude of search frictions for skilled workers?

	—What programmes can upgrade the skills of the workforce effectively?

	—Why don’t more people sign up for vocational training programmes? Is there 

adverse selection in this market?

	—Why is wage growth smaller in developing countries? Does discrimination prevent 

the most capable individuals in a firm from being promoted?
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2. Capital, material inputs, and electricity
The literature on how access to capital or other inputs affects firm perfor-
mance is large and just as for the literature on entrepreneurship training pro-
grammes, it covers a wide range of interventions, each targeted on a specific 
type of firm. Given the brief review of this literature, we do not attempt an ex-
haustive review of this literature.

Capital
Access to finance has long been viewed as a particularly 
severe constraint to firm growth in developing countries. 
A large body of evidence indeed suggests that the mar-
ginal return to capital is large for microenterprises in 
developing countries (De Mel et al. 2008, De Mel et al. 
2009, Fafchamps et al. 2014, McKenzie and Woodruff 
2008). However, how credit constraints can be lifted or 
access to capital can be improved for small firms, in a 
way that generates employment, profits, and growth, is 
still an important area of research.

 A number of papers have found that cash or in-
kind grants offered to self-employed entrepreneurs can gen-
erate large returns in the short run (De Mel et al. 2008, 
Fafchamps et al. 2014, McKenzie and Woodruff 2008). 
The evidence on the longer-term effect of capital is more 
mixed, with De Mel et al. (2012) finding continued high re-
turns and Blattman et al. (2019) finding that initial high re-
turns dissipate after nine years.

By contrast, traditional microcredit typically does not have transformative 
effects on recipients (Meager 2018). This is first because the demand for microcre-
dit, when offered to a representative population of eligible borrowers, is generally 
modest or at least lower than expected (Angelucci et al. 2015, Banerjee et al. 2015, 
Crépon et al. 2015). Second, increases in profits for treated entrepreneurs are typi-
cally not significant (see Loiseau and Walsh 2015 for a review) and sometimes even 
led to a decrease in household consumption (Tarozzi et al. 2015).

A potential explanation for these conflicting results may be that business 
owners adopt riskier but higher-return projects when they receive a cash grant, but 
they take on safer and lower-return investments when given a loan (Fischer 2013). 
As such, the terms of the loan contract can have important consequences on the 
impact of a given loan size on business outcomes (Field et al. 2013).

A new area of research has emerged on this issue over the last few years, 
shifting the attention from loans to equity. Lenders may not be particularly at-
tracted to loans, as they take a loss when a project fails but do not capture the up-
side when investments are more successful than expected. Micro-equity contracts 
could be a solution for this, but they pose a number of implementation challenges, 
given poor accounting and auditing standards in low-income countries (de Mel et 
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al. 2019). A number of experiments aimed as using micro-equity to lift credit con-
straints are underway in Kenya, Indonesia, and Pakistan, and their results should 
shed light on whether micro-equity could be a reliable solution for improving en-
trepreneurs’ access to capital in developing countries.

Reducing transaction and monitoring costs could also potentially increase 
access to finance, but from the supply side. The process of identifying and vet-
ting applicants is particularly costly, and delegating these tasks to the community 
could significantly reduce the cost of granting a loan (Rigol et al. 2018). Similarly, 
a simplified or automatic decision process using credit scores could increase the 
profitability of lending (Paravisini et al. 2015). Digital information, such as phone 
data, could also be used to decrease the cost of assessing an individual’s creditwor-
thiness. Several experiments testing how these technological improvements affect 
firms’ access to credit are currently underway.

The literature on credit constraints for larger firms is more limited. Banerjee 
and Duflo (2014) uses a change in policy that affects the threshold at which Indian 
firms are eligible for a directed credit. They show that newly eligible firms expand-
ed production, which provides evidence that these firms were credit constrained 
prior to the reform. Another notable exception is Macchiavello and Blouin (2019) 
who study strategic default for very large working capital loans for coffee mills.

In sum, the literature on access to finance is very well developed for small 
firms, but it is lacking for medium to large firms. This is particularly important, as 
the impact of an increase in the supply of micro credit for small businesses would 
arguably deliver very different results than increased access to capital for larger 
firms. Given the growing involvement of development finance institutions in fi-
nancing directly or indirectly large businesses in developing countries, in particular 
through private equity, we believe this area deserves particular attention.

A possible area of further research for small firms could be how to design 
new and innovative contracts to address the challenges presented by identifying, 
vetting, and monitoring small firms in developing countries. A model for angel in-
vestors and venture capital, which play an important role in funding innovation 
and market disruption in high-income countries, could also be adapted for devel-
oping countries. Additionally, even for small firms, existing studies may not suf-
ficiently differentiate how specific markers such as gender and ethnicity affect the 
magnitude of credit constraints.

Finally, while the discussion above has focused on credit constraints as 
firms’ main issue around accessing capital, the ways in which businesses can 
get better access to higher quality and more technologically intensive machin-
ery is an area that requires more evidence.

Inputs
Firms may also have limited access to specific inputs that are necessary to up-
grade their outputs. Global value chains have become important over the last 
few decades (World Development Report 2020), and a large fraction of firms’ 
inputs or potential inputs may now derive from imports.
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For example, a large body of research studies the 
effect of major trade liberalisations in the late 1990s and 
2000s. The liberalisations removed barriers to imports im-
posed by import substitution policies between the 1950s 
and 1980s.

While India’s trade reforms in the 1990s primar-
ily reduced tariffs on imported inputs, it also led to a 
huge spike in varieties that were not imported pre-reform. 
Goldberg et al. (2010) shows that this reform increased the 
range of products manufactured domestically. In many in-
dustries and countries, domestic inputs are only imperfect 
substitutes for imported inputs (Halpern et al. 2015). In 
turn, if some inputs can only be imported at a high cost, 
domestic firms may use domestic inputs more intensively, 
at the expense of a wider product scope or quality upgrad-
ing. Kugler and Verhoogen (2012) theorise and document 
the importance of input quality in producing output qual-
ity. VAT and transaction-level customs data could deepen 
our understanding of these phenomena. In a recent paper, 
Bas and Paunov (2019) directly observe inputs and outputs at the firm level and 
confirm that cuts in import tariffs lead Ecuadorian firms to use a wider range of in-
puts and expand product scope.

A large literature has also shown that lower import tariffs increase firm per-
formance. Amiti and Konings (2007) in Indonesia, and Topalova and Khandelwal 
(2011) in India, show that those firms more exposed to input tariff cuts exhibited 
greater productivity growth. De Loecker et al. (2016) shows that lower tariffs in 
India led to a decrease in output prices, but that these price drops were small rel-
ative to the decline in marginal costs, a fact they attribute to firms increasing their 
mark-ups. Mirroring these results for lower tariffs, Gopinath and Neiman (2014) 
demonstrate that the 2000 peso depreciation, which effectively increased the cost 
of imported inputs, generated large productivity losses, reduced firms’ scale, and 
raised output prices.

Despite this mounting evidence that lower tariffs increase firm perfor-
mance, many governments in developing countries may be reluctant to elimi-
nate tariffs, as tariff duties might make up a substantial share of their revenue. 
As such, an interesting area of future research could be how to minimise dis-
tortions from tariff duties. Given a country’s output product scope and trade 
performance, are there a set of products for which import tariffs may have a 
lower impact? In a recent paper, Liu (2019) argues that governments should 
target distortions in upstream sectors, which can deliver larger improvements 
in aggregate productivity than addressing distortions in downstream markets. 
We return to this issue in Section 3.
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Electricity

Figure 1: Percentage of firms experiencing electrical outages (Source: World Bank Enterprise 

Survey)

Figure 2: Average number of hours per month without electricity (Source: World Bank 

Enterprise Survey)

Energy and access to a reliable source of electricity is also key for firms in 
low-income countries. The World Bank Enterprise Survey reveals that 75 and 
66 percent of firms in sub-Saharan Africa and South Asia, respectively, experi-
ence power cuts. The average number of hours without electricity per month is 
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66 hours in sub-Saharan Africa and 46 hours in South Asia. These outages are 
often cited by entrepreneurs as the most important constraint to their growth.

Yet, there is little evidence on how blackouts really impact firm produc-
tivity, production, and employment. The effect of electricity shortages could 
vary across firm size. Large firms may have the potential to source electricity 
from generators or re-optimise production with other inputs, whereas small 
firms are likely to just stop production. Hardy and McCasland (2019) in-
deed show that blackouts are particularly costly for sin-
gle-person firms, with each cut corresponding to a 10% 
drop in weekly revenues. Allcott et al. (2016) document 
important economies of scale in self-generation of elec-
tricity, which in turn creates a distortion in firm-size dis-
tribution, giving large firms an advantage. By contrast, 
Fisher-Vander et al. (2015) find that Chinese firms do 
not shift to generators in response to electricity scarci-
ty. Instead, they substitute material inputs for energy by 
buying energy-intensive inputs from other manufactur-
ers. While re-optimisation strategies reduce the impact 
of power cuts, shortages could remain costly to firms. 
Using variation provided by an electricity rationing pro-
gramme in Ghana, Abeberese et al. (2019) estimate that 
electricity outages in Ghana are equivalent to a 10 per-
cent loss in productivity. 

While shortages can impact production, electric-
ity prices also matter in determining the composition of 
inputs used and the sectoral structure of the economy 
(Abeberese 2017). Finding the right balance between 
stabilising electricity supply through optimal pricing 
and allowing electricity-intensive sectors to develop is a 
difficult task for governments.

Finally, in the rural developing world, the main constraint is not pow-
er cuts but simply electricity access (Dinkelman 2011). To assess the impact of 
grid connection on economic outcomes in agriculture, researchers will likely 
need to find geographical instruments that explain the timing of electrification 
in rural areas but remain uncorrelated with spatial economic development. 

In sum, there is a large literature on how input constraints reduce pro-
ductivity in developing countries. There is less evidence, however, on the rel-
ative quantitative importance of each factor. This is particularly relevant for 
policymakers who need to prioritise their actions around removing constraints 
where they are impacting firm growth the most. Similarly, evaluating the ef-
fect of specific policies aimed at reducing barriers in access to inputs remains 
an important area of research.
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Next steps and research priorities

	—Investigating the magnitude of credit constraints for large firms. How can 

development finance institutions design innovative contracts for large businesses in 

developing countries? 

	—What is the impact of removing credit constraints for larger firms, in particular in 

upstream and downstream sectors?

	—Can new forms of capital (micro-equity, angel investors, VC) provide a solution for 

access to finance in developing countries?

	—How can input market distortions from tariff duties be minimised? 

	—What is the impact of electricity access and energy costs on firm performance?

	—What is the relative quantitative importance of low access to each input factor in 

reducing firm productivity?

C Improving the allocation of factors by improving the 
functioning of markets
While improving access to material inputs, capital, and equipped labour is 
essential for per-capita output growth at the aggregate level, making sure 
that the existing stock of inputs is allocated to the right firms is also critical. 
Ultimately, the goal for developing countries is to increase aggregate total fac-
tor productivity (TFP), which is affected both by the distribution of firm pro-
ductivity and the allocation of resources across establishments. An efficient, 
or distortion-free, allocation would be one in which the marginal value prod-
uct of inputs is equalised across production units. In this section, we discuss a 
number of potential sources of such misallocation.

1.  Factor misallocation 
Recent work has attempted to quantify the extent of dispersion in the mar-
ginal value products of inputs across firms, as well as the resulting conse-
quences of that dispersion for aggregate productivity (see, e.g., Hopenhayn 
and Rogerson 1993, Banerjee and Duflo 2005, Guner et al. 2008 Hsieh and 
Klenow 2009 and 2014, and Restuccia and Rogerson 2008). The underlying 
distortions can take the form of specific policies that favour small firms at the 
expense of larger and more productive firms (e.g., taxes and regulations) or re-
strict labour mobility across firms or sectors (e.g., firing costs). Additionally, 
informal firms typically don’t have to bear the costs of certain regulations that 
large compliant firms must abide by. Political connections, friend networks, 
family relationships, or social status can also favour certain firms at the ex-
pense of others (Banerjee and Munshi 2005, Hnatkovska et al. 2012). Market 



26EVIDENCE PAPER / FIRMS 26

power in output or input markets, as well as non-market power resulting from 
the poor enforcement of property rights or inefficient institutions (Brandt et al. 
2017, Chen et al. 2017), can also create sizable distortions. 

 In a seminal paper, Hsieh and Klenow (2009) argue that resource misallo-
cation may be stronger in developing countries. They estimate considerable gaps in 
the marginal products of labour and capital and claim that misallocation can ex-
plain approximately a third of the TFP differences between China or India and the 
US. Removing these distortions could, in principle, lead to high gains in per capita 
output due to resource reallocation. Between 1998 and 2005, the authors document 
a decrease in misallocation in China following the implementation of various poli-
cies aimed at reducing distortions. This paper and the vast literature that followed 
(e.g., Buera et al. 2011, Bartelsman et al. 2013, Busso et al. 2013, Kalemli-Ozcan and 
Sørensen 2016) do not attempt to identify the origin of distortions, but instead focus 
on providing a framework and tools to quantify the consequences of the distortions 
that do appear to exist. 

Other recent work has, however, questioned the empirical basis for this con-
sensus. For example, Haltiwanger et al. (2018) suggest that model misspecification 
can lead to sizable biases in the measurement of misallocation wedges. Using a new 
framework, they argue that most of the variation observed in Hsieh and Klenow 
(2009) could be attributed to demand shifts. Rotemberg and White (2017) point to 
differential amounts of measurement error across countries as another factor that 
possibly contributes to the literature overstating misallocation’s role in explaining the 
relative extent of international aggregate productivity differences.

The broad view emerging from this literature thus far is that misallocation 
distortions are large and tend to be tilted in the direction of a tax on large, produc-
tive firms—or equivalently, a subsidy to small businesses (see Hopenhayn 2014 for 
a review). Although these recent developments are helpful in quantifying the role of 
misallocation in productivity growth, they do not clarify the origins of the distor-
tions for policymakers, nor the type of specific and targeted interventions that could 
address them.

To this end, several papers explore the misallocation consequences of specific 
policies in developing countries. For example, Garcia-Santana and Pijoan-Mas (2014) 
study the impact of small-scale reservations in India. Adamopoulos and Restuccia 
(2019) measure the impact of a land-holdings ceiling reform in the Philippines. 
However, the majority of these studies find that the policies have only a small impact 
on aggregate productivity, which contrasts with the more agnostic and reduced-form 
approach taken by Hsieh and Klenow (2009) and follow-up papers. One possible in-
terpretation is that the agnostic approach overestimates the influence of resource mis-
allocation. Yet, the list of plausible sources of misallocation is long; each may have a 
small contribution, and many are likely to be country or sector specific.

Researchers could make progress in this literature by taking a more mid-
dle-ground approach, using a broad classification of sources of misallocation (e.g., 
policy versus market power versus political connections, or capital versus labour) 
and attempting to quantify the importance of these different categories of distortions. 
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Echoing some of the discussion previewed in Sections 2.b.1 and 2.b.2, we explore 
further potential capital- and labour-related misallocation factors below.

Capital misallocation may come from preferential 
access to credit or firm-size-dependent constraints that dis-
proportionately discriminate against small firms. However, 
existing evidence points to the idea that large firms are at a 
disadvantage, as they face a higher marginal product of cap-
ital. This suggests that these distortions may not be responsi-
ble for the misallocation of capital. Instead, other policy-im-
posed constraints—such as taxes, regulations, or other social 
norms—may prevent capital from being reallocated to more 
productive firms. We encourage further research in this area.

On the input side, Nishida et al. (2017) argue that 
current approaches for quantifying the relative importance 
of reallocation and internal productivity in aggregate TFP 
growth tend to underplay the importance of materials mis-
allocation. The role of material input misallocation has not 
been the topic of many studies in the literature and should be 
the focus of more research.

Dalton et al.(2019) conducted an experiment on mobile payment technology in Keya. More than 

a year after the intervention, treated firms had better access to finance through the mobile loan 

network.

While improving 
access to material 
inputs, capital, and 
equipped labour is 
essential for per-
capita output growth 
at the aggregate 
level, making sure 
that the existing 
stock of inputs is 
allocated to the right 
firms is also critical. 
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On the labour side, firing costs may prevent firms from adjusting labour sup-
ply in response to shocks. Many governments around the world impose restrictions 
on worker layoffs, at least for firms above a certain size. Similarly, the role of hiring 
and matching frictions also deserves more attention (see Betcherman et al. 2004 for 
a review). Gender or ethnicity-based discrimination may lead to an inefficient allo-
cation of labour across firms and sectors. Many countries provide resources that al-
low job-seekers to better signal their skills or directly help firms match with the un-
employed workforce. Such policy interventions include job fairs (Abebe et al. 2016a, 
Beam 2016), transport subsidies (Franklin 2015), or skill certification programmes 
(Bassi and Nansamba 2019). Abebe et al. (2019) show that credit and time con-
straints are stronger for higher ability applicants for jobs in Ethiopia and as such a 
small monetary incentive for making a job application increases the quality of the 
pool of applicants in a way that is similar to doubling the offered wage. Very few 
studies attempt to measure the impact of these interventions on firm productivity. As 
such, taking the perspective of firms rather than workers in analysing the impact of 
labour market policies is a promising avenue for research. As such, this topic relates 
to this subject of access to labour in Section 2.b.1, and it may be difficult to separate 
the issue of labour misallocation from the issue of search costs for firms.

Labour may also be misallocated across sectors. In many developing coun-
tries, the government and NGOs offer better employment opportunities than the 
private sector (Finan et al. 2017). Even Ethiopia, which is arguably one of the only 
African countries that has been through significant structural transformation over 
the past decade, has over 50 percent of its skilled labour force working in the pub-
lic sector. While wages in the public sector or international organisations are high, 
the marginal product of labour in these sectors may be lower than in firms. High 
wages may instead reflect the optimal screening strategy of these organisations 
(Macchiavello 2008) or provide incentives against corruption. The private sector 
faces a wide variety of shocks - such as greater risk of job loss or reallocation - that 
could affect workers’ flow of income, and which may be the reason why more sta-
ble employment opportunities are preferable. 

Moreover, within the private sector, costly mobility barriers may prevent la-
bour from being allocated to the most productive sectors in the economy (Gollin et 
al. 2014). When sectoral movement requires geographical movement, high trans-
port costs may act as a barrier to productivity growth (Morten and Oliveira 2019). 
Bryan and Morten (2019) estimate that reducing migration costs to the US level 
in Indonesia would spur a 7 percent increase in aggregate productivity. Lagakos 
et al. (2019) show substantial welfare effects of promoting rural-urban migration. 
Using data on migration from the MNREGS programme in India, Imbert and 
Papp (2019) argue that hard living and working conditions in cities, rather than 
transport, make up the largest fraction of the costs of migration. Finally, the lack 
of opportunities for later-life job training may prevent workers from understand-
ing the growth possibilities in other sectors. 
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The allocation of labour across sectors tradition-
ally relates to the topic of structural transformation and 
the potential gains of pulling workers out of subsistence 
agriculture into plausibly more productive urban sectors 
(Gollin et al. 2002). In high-income countries, the share of 
labour in agriculture is lower than in developing countries. 
Additionally, data from national accounts indicates that 
the productivity gap between low- and high-income coun-
tries is wider in agriculture than in other sectors (Caselli 
2005), in part due to farm-size distortions (Adamopoulos 
and Restuccia 2014). Using microdata, Gollin et al. (2014) 
confirm a large within-country productivity gap between farming and other sec-
tors. By contrast, Hicks et al. (2017) document how controlling for individual 
characteristics in Kenya illustrates that 80 percent of the productivity gap can be 
attributed to selection: The most productive workers migrate to cities to work, 
while the least productive remain in agriculture. Labour movement between agri-
culture and manufacturing can also take place at a much higher frequency, with 
workers switching constantly from one to the other depending on earnings oppor-
tunities (Zane 2018).

The traditional view of structural change is that productivity growth in the 
manufacturing sector drives the shift of the labour force out of agricultural activ-
ities and into industrial jobs. However, many countries in sub-Saharan Africa and 
South Asia have experienced very low growth in manufacturing in recent years. 
Relative to high-income countries when they were at similar levels of development, 
developing countries today have lower shares of manufacturing output but higher 
shares of services. As such, structural transformation may involve more than sim-
ply moving labour from agriculture to manufacturing. Services, or other more gen-
erally productive sectors in cities, also seem an adapted target that could promote 
aggregate productivity growth. To facilitate these structural changes, the state will 
likely need to provide complementary services to labour mobility (see Bandiera et 
al. 2019). Understanding how governments can foster structural transformation 
remains a key question for economic development.

Finally, while this section focuses on the static misallocation of factors of 
production, firm dynamics should not be ignored. Hsieh and Klenow (2014) show 
that firms in developing countries typically grow slower and reach a plateau after 
twenty years of operations. Eslava et al. (2019) argue that this pattern could be ex-
plained by the high survival rate of underperforming firms but also by the lack of 
firms experiencing exceptional growth. While the issue of competition likely plays 
a role in explaining how low-productivity firms sustain themselves, understanding 
why disruptive entry is less common in developing countries remains a puzzle that 
should be further explored.

Many countries in 
sub-Saharan Africa 
and South Asia 
have experienced 
very low growth in 
manufacturing in 
recent years.
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Next steps and research priorities

	—What factors are responsible for the misallocation of factors of production 

across firms? Quantifying the relative importance of each factor, particularly the 

importance of specific policies and regulations.

	—Do matching frictions and firing costs prevent the optimal allocation of labour 

across firms?

	—What barriers constrain the optimal allocation of labour across sectors? How can 

structural transformation be promoted?

	—Why is there less disruptive entry in developing countries?

2. Role of firm-level demand and access to markets
The main barriers to firm growth presented thus far have been on the supply 
side—either through internal capacity and capability, access to factors of pro-
duction, or misallocation of these same factors across firms. However, firms 
may face constraints on the demand side as well. The enterprise maps of John 
Sutton (2010; 2012; 2014) suggest that the capability of firms may be derived 
from their ability to understand local demand as the majority of the top firms 
in Ethiopia, Ghana and Mozambique started as traders and importers. The ex-
istence of frictions on the demand-side also relates to the misallocation section 
above. In their seminal paper, Hsieh and Klenow (2009) introduce a wedge on 
inputs and on the demand side, both of which are responsible for the misallo-
cation of factors of production across firms.

The existence of frictions on the demand-side would have important 
consequences for policy making. While the majority of aforementioned pro-
grammes aimed at improving firm performance were focused on the supply 
side, demand-driven support of small and medium firms may be just as nec-
essary to stimulate sustained business growth (Tendler and Amorim 1996). 
Moreover, the observed poor performance of supply-side programmes (such as 
management training) on sales and profits discussed in Section 2.a.1 could be 
explained by firms’ inability to fully grasp the benefits of these programmes if 
they remain constrained on the demand side. As such, combining supply-driv-
en and demand-side interventions may be the optimal design for promoting 
growth among small businesses.

Such interventions are only justified if firms’ limited demand is the result of 
market failures. We review existing evidence on these potential distortions below.

First, poor infrastructure and high trade costs in developing countries can 
significantly lower the demand that firms face. This may particularly be critical for 
farmers, whose production location is by nature far—in distance and in cost—from 
cities and the markets they (could) serve (Atkin and Donaldson 2015). A number 
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of papers have recently documented the positive impact of improvements in phys-
ical infrastructure (Brooks and Donovan 2017, Casaburi et al. 2013, Donaldson 
2018, Ghani et al. 2014) or better access to digital marketing tools (Couture et al. 
2018) on economic activity. By contrast, Allen and Atkin (2016) find that a reduc-
tion in trade costs may come with downsides as well. Better access to global mar-
kets reduces the negative correlation between yields and local prices, providing a 
form of insurance to small-scale agricultural producers.

Second, searches for potential buyers may be subject to significant infor-
mation barriers that prevent firms from knowing about market conditions else-
where or even knowing that it is feasible for them to sell to distant markets. For ex-
ample, these frictions could take the form of farmers not knowing about prices in 
other locations (Allen 2014) or consumers not knowing about the range of prod-
ucts available outside of local markets (Jensen and Miller 2018). Here again, ac-
cess to technology can help firms alleviate this constraint (Jensen 2007).

Third, contractual frictions, partly driven by poor contract enforcement 
in low-income countries, can significantly reduce opportunities for deals between 
buyers and sellers. Firms typically resort to relational contracts to solve these chal-
lenges, but these take time to form (McMillan and Woodruff 1999). Moreover, in 
an environment where quality is not contractible, reputation plays an important 
role. A firm surrounded by low-quality producers, then, faces challenges in sig-
nalling the quality of its own products to potential buyers (Bai et al. 2017). Thus, 
it also takes time for buyers to learn about the quality of a given supplier’s prod-
ucts (Macchiavello 2010). Consistent with this theory, Macchiavello and Morjaria 
(2015) use evidence from the Kenyan rose market to show that compliance in-
creases with the length of the relationship, but that once the relationship is estab-
lished, suppliers care less about damaging their reputation. Similarly, trust plays 
an important role in business relationships, and attributes other than just perfor-
mance, quality, or price—such as ethnicity—may be important factors determin-
ing the allocation of demand across firms (Schoar et al. 2008). For example, Bai 
(2018) explores the use of laser-cut labels to solve the asymmetry of information in 
the quality of watermelons in China but shows that the benefits of using the tech-
nology do not outweigh the costs for producers; regardless of the use quality stick-
ers, customers are more likely to work with vendors they already trust. Hansman 
et al. (2019) show how vertical integration can solve quality-based contractual 
frictions with suppliers. As many of studies cited above highlight, the existence of 
reputational and contracting frictions open the scope for a wide range of policy 
interventions.

Fourth, firms may lack the marketing capacity necessary to increase sales. 
The market for acquiring such skills may be subject to some of the same failures 
as the market for consulting services discussed earlier. Managers’ perceptions of 
the returns of marketing training programmes could be lower than their actual re-
turns. Alternatively, firms may be unable to identify the quality of potential pro-
viders for these trainings or may face credit constraints that prevent them from 
making an investment in these skills. Anderson et al. (2014) document a signifi-
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cant impact of marketing training on sales and profits for small business owners 
in South Africa. 

The benefits of increased market access, at the firm level, appear to be clear, 
even though it is usually not clear whether the benefit represents a true market fail-
ure or not. Addressing the frictions that small businesses face in growing demand 
for their products can significantly improve performance. Moreover, firms in de-
veloping countries—and even more so in remote areas—potentially face more of 
the frictions noted above than firms close to large cities or in high-income coun-
tries. As such, concentrating more effort on increasing market access for business-
es could level the playing field and would likely increase competition and generate 
significant efficiency gains at the macro level.

While there is growing evidence that the sources of potential distortions 
listed above exist and are quantitatively important, there is limited evidence on 
how they can be reduced. However, a number of recent papers show that one-off 
interventions could have long-lasting effects on firm-level demand. Ferraz et al. 
(2015) show that demand shocks impact firm dynamics. Companies that win gov-
ernment procurement contracts in Brazil grow by 2.2% in total size, and these ef-
fects persist for several years beyond the execution of the government contract. 
Atkin et al. (2017), in work discussed further in Section 3 of this paper, random-
ly allocate foreign demand to rug producers in Egypt. They show that a single re-
duction in matching frictions between foreign buyers and local suppliers produces 
long-lasting effects on producers’ profits and productivity. Bernstein et al. (2018) 
also document significant increases in entrepreneurship in response to local de-
mand shocks.

Other mechanisms have been proposed to improve market access for firms. 
One suggested mechanism is the introduction of a market-maker agency—which, 
by centralising and providing information on all suppliers in the economy and 
their products or the requirements for serving specific markets, can significantly 
reduce matching frictions (Steenbergen and Sutton 2017, Spray and Steenbergen 
2018). Arraiz et al. (2012) evaluate CORFO, a supplier development programme 
in Chile aimed at matching small suppliers with larger firms and find that recipi-
ent firms benefited from the initiative. The programme not only raised sales and 
employment of small and medium-sized suppliers, but it also increased the sales of 
buyer firms and increased their likelihood of becoming exporters.

A number of important questions remain to be explored in this literature. 
Despite the evidence on the four potential sources of distortion presented above—
and in part because most of that evidence comes from (sectoral) case studies—there 
is limited research on which sectors, countries, or markets are most likely to be sub-
ject to these inefficiencies. Infrastructure is costly to build; mechanisms to make in-
formation about firms more transparent require coordination; and reducing con-
tractual frictions demands significant effort. Thus, it is critical that policy makers in 
developing countries understand better where lifting firms’ barriers to market ac-
cess is likely to generate the highest returns before planning their next steps.
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Moreover, there is no clear evidence as to whether the inefficiencies in de-
mand presented above impact all firms the same or differently. If some firms face 
more significant barriers to market access than others, it would have important 
consequences for competition and aggregate productivity. Hardy and Kagy (2019) 
document that women entrepreneurs in Ghana are relatively more demand con-
strained than their male counterparts. Roberts et al. (2017) document substan-
tial variation in firm-level demand among Chinese footwear manufacturing firms. 
Understanding the factors that may create variation in firm-level demand condi-
tional on product characteristics would be an interesting avenue for future research.

Researchers will need to collect more data on supplier-buyer relation-
ships to move forward on these issues. Most of the data used in this literature 
was obtained either through surveys or administrative records but typically 
limited to specific industries. Administrative data, such as VAT or mirrored 
customs records, is now becoming available for many low-income economies. 
Such data will allow researchers to better understand which suppliers match 
with which buyers—and more generally, the quantitative importance of de-
mand constraints for business owners in developing countries.

Next steps and research priorities

	—Are there market failures that reduce market access for firms? Are there sectors 

where they are more prevalent?

	—What is the magnitude of search frictions between exporters and foreign buyers?

	—How can contractual frictions be reduced? What mechanisms improve (collective) 

reputation?

	—Do firms in developing countries lack marketing capacity?

3   Intermediation and competition along value chains
Value chains, particularly in agriculture, are often at the centre of policymak-
ers’ concerns. How can farmers get higher incomes while consumers pay low 
prices for commodities? Trade integration has made value chains mainstream, 
but also more sophisticated. They typically affect a wide range of actors from 
multiple countries and often involve interactions between different sectors. 
However, in many cases, at specific levels of value chains, a handful of play-
ers dominate. Particularly in agricultural markets, a few big companies with 
significant monopsony or oligopsony power buy their product from a large 
number of small farmers. Oxfam (2012) documents that 90% of global grain 
trade is controlled by four major trading companies. Similarly, the World 
Bank (WDR 2012) estimates that the concentration ratio of the top four trad-
ing companies is about 40 percent for cocoa and coffee in 2012. In parallel, 
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the share of the retail price going to producing countries is only 10 percent for 
coffee and 28 percent for cocoa.

A large economic literature confirms that downstream price increases 
or positive shifts in world demand are not passed on to farmers. For example, 
McMillan et al. (2003) show that economic liberalisation did not lead to sig-
nificant benefits for cashew farmers in Mozambique. Similarly, Fafchamps and 
Hill (2008) document low pass-through from international prices to Ugandan 
coffee farmers. Part of this difference could be attributed to high trade costs 
in developing countries, given their poor infrastructure. We discuss this hy-
pothesis further in Section 3.c.1. An alternative explanation is that interme-
diaries in value chains charge high mark-ups. Arndt et al. (2000) measure 
a domestic margin of 111% on basic food crops and 300% on cassava in 
Mozambique. Atkin and Donaldson (2016) develop a methodology to sep-
arate trade costs from mark-ups and use barcode-equivalent price data from 
Ethiopia and Nigeria to show evidence for high mark-ups in the trading sec-
tor, particularly in remote locations. There may be a rationale however, as to 
why these margins are so high, which does not necessarily involve low levels 
of competition or even collusion. For example, Casburi and Reed (2019) doc-
ument that traders pass value to farmers not only through output prices but 
also by providing credit. Accounting for these two channels, they find limited 
evidence for market power.

Competition patterns could arguably be very different in small domes-
tic markets as opposed to international value chains. Looking at pass-through 
from costs to markets in Kenya, Bergquist (2017) shows that only 20% of an 
experimentally induced drop in buying price is passed on to consumers.

While some of the studies cited above tend to paint a picture of inter-
mediaries taking a large part of the surplus with little effort, a few papers doc-
ument the importance of middlemen in facilitating trade. Blum et al. (2009) 
show that intermediaries are essential in connecting an economy to interna-
tional markets (between 25 and 45 percent of all imports and 10 to 15 per-
cent of all exports in Chile). They suggest intermediaries must contribute in 
some way to reducing trade costs, otherwise buyers and sellers would begin 
to bypass them over time. Farmers or small businesses in manufacturing typ-
ically do not have the capacity to reach out to buyers and sell on world mar-
kets themselves. Consistent with that hypothesis, Ahn et al. (2011) show that 
intermediaries help small firms in China overcome the fixed costs of export-
ing, while large firms engage in export activities directly. Middlemen may also 
serve as a reputation intermediary to overcome the asymmetry of information 
on product quality or other contractual frictions discussed in the previous sec-
tion (Bardhan et al. 2013). 

The issue of imperfect competition in value chains is not necessari-
ly limited to intermediaries and traders. While farmers often rely on traders 
to sell their crops in raw form, they may also depend on agribusinesses to ex-
port their products with some value added. Dhingra and Tenreyro (2017) es-
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timate that when selling to monopsonistic agribusinesses, farmers benefit less 
from increases in world prices than when they sell to small traders. However, 
a smaller number of agribusinesses could actually benefit farmers through an-
other channel: In an environment with poor contract enforcement, competi-
tion may increase farmers’ willingness to renege on relational contracts to pur-
sue relationships with buyers willing to pay more. Macchiavello and Morjaria 
(2019) offer support for this conjecture in the Rwanda coffee chain, demon-
strating that a higher number of coffee mills downstream makes farmers worse 
off. In a recent paper, Macchiavello and Miquel-Florensa (2019) show that a 
Sustainable Quality Program implemented on behalf of a large international 
company buying 80 percent of the high-quality coffee in Colombia had a pos-
itive impact on farmers.

Beyond agriculture, a series of other papers have documented the ben-
efits of competition on productivity. In a study of footwear manufacturers in 
China, Qian (2008) shows that when the government reduced its efforts to pro-
tect intellectual property rights, implicitly leading to the entry of counterfeit-
ers, incumbent manufacturers upgraded the quality of their products through 
innovation. The threat of entry in the rail mill industry in India also generated 
productivity gains in a large state-owned enterprise (Das et al. 2013).

Entry itself can generate important aggregate productivity growth. 
Growth can happen in the sector in which entry occurs when newcomers are 
more productive than incumbents. Higher competition can also impact pro-
ductivity upstream. Javorcik and Li (2013) and Iacovone et al. (2015) show 
that entry of foreign direct investment in the retail sector pressures suppliers to 
improve along several dimensions and leads to substantial reallocation across 
firms. Ghani and Reed (2019) show that increased competition in the mar-
ket for ice spills over to the fish industry downstream, with lower prices being 
passed on to customers in both industries (see also Holmes and Schmitz 2010 
for a review on the issue of competition and productivity).

Competition, or the lack thereof, also impacts consumers or indus-
tries downstream through prices (Lira et al. 2007, Cunha et al. 2018, Busso 
and Galiani 2019). The retail sector in particular appears to be less competi-
tive in developing countries than in high-income countries. Atkin et al. (2018) 
show that consumer welfare increases twice as much when foreign stores open 
in Mexico than when Walmart enters a city in the US (Hausman and Leibtag 
2007). This lack of competition among retailers and wholesalers may be the 
reason that the prices of some commodities are so high in developing coun-
tries. For example, cement—an essential input for infrastructure and hous-
ing—is 183 percent more expensive in Africa than in the rest of the world 
(World Bank 2016). The World Economic Forum’s Global Competitiveness 
Report (2019) places virtually all sub-Saharan African countries in the bottom 
third of its competition index ranking. A final explanation for why competi-
tion appears to be lower in low-income countries relates to political economy. 
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Firms connected to power may be able to restrict entry in the sectors they op-
erate in, and as such, have significant market power (Kochanova et al. 2018)

In sum, a substantial amount of research suggests that competitive forc-
es may be weaker in developing countries. In some limited instances, a smaller 
number of actors can reduce search frictions, incentives to renege on relation-
al contracts, or the wasteful duplication of entry costs. However, in most cas-
es, it seems likely that a lack of competition is welfare reducing for consumers 
on the margin. Yet, very few developing countries, in particular in sub-Saha-
ran Africa, have a competition law or policy, and only a handful have a com-
petition authority (see Figure 3 below).

Figure 3: Number of years with an operational competition authority (Source: “World Bank 

Group; African Competition Forum. 2016. Breaking Down Barriers : Unlocking Africa’s Potential 

through Vigorous Competition Policy. World Bank, Nairobi, Kenya. https://openknowledge.

worldbank.org/handle/10986/24688).
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We see four avenues for further research that could inform competition 
policy in low-income countries.

The first one involves developing methodological tools to measure 
mark-ups. This is important because it is difficult to infer much about market 
power solely from prices or market shares. One potential approach is to de-
velop structural models to estimate mark-ups (as in De Loecker et al. 2016) 
or use detailed survey data (as in Atkin et al. 2015). Measuring mark-ups pre-
cisely typically requires matching specific input use with specific output trans-
actions (see e.g. Cajal Grossi et al. 2019)

The second aims at understanding the effect of low competition on the 
structure of value chains and consumer welfare. In which sectors is competi-
tion “good” or “bad”? In that agenda, perhaps the first item would be to more 
clearly define what low competition means. Is this the result of high entry costs 
or contractual frictions that lead to a low number of players in equilibrium? 
Or is a low level of competition the result of collusion? 

The third is to more clearly document how market power at multiple 
stages of the value chain interact. For example, the evidence from Macchiavello 
and Miquel-Florensa (2019) in the coffee sector in Colombia, indicates that 
the contract between a large and dominant foreign buyer and the exporter 
“alleviates” market failures along the domestic chain. Similarly, Macchiavello 
and Blouin (2019) suggests that future contracts with foreign buyers relax-
es exporters’ credit constraints and allow them to pay higher prices to farm-
ers. Understanding how market power and frictions interact across stages of 
chains is important. A large literature in industrial organisation on vertical 
contracting already exists but has not yet been applied to (agricultural) value 
chains in developing countries.

The fourth centres on measuring the impact of various competition-in-
creasing government interventions. The experimental evidence in Bergquist (2017), 
while not necessarily representative of feasible policy interventions, suggests that 
promoting entry may not necessarily increase competition. By contrast, increasing 
entry in procurement markets where secret bids are submitted and so collusion can-
not be sustained, should clearly reduce prices (Banerjee et al. 2019). 

Another feasible intervention to increase the share of world prices going 
to farmers could be programmes like Fair Trade (see Dragunasu et al. 2014 for 
a review of this issue). However, more information needs to be uncovered on 
how to design such programmes. Dragusanu and Nunn (2017) estimate the im-
pact of Fair Trade on coffee producers in Costa Rica. Despite positive benefits 
on prices and revenues, these gains are not evenly distributed, with farm own-
ers and skilled workers benefiting the most, at the expense of intermediaries and 
unskilled workers. Finally, trade openness might also be a form of competition 
policy; we discuss further its impact on distortions in Section 3.a.2.
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Next steps and research priorities

	—What is the role of intermediaries in agricultural value chains?

	—Do agribusinesses reduce market failures in value chains? How does reducing 

frictions for agribusinesses affect farmers upstream?

	—How do frictions and market power interact at different levels of the value chain?

	—Analysing the magnitude of competition forces in developing countries: Which 

sectors are the least competitive? Is there evidence of collusion? Measuring and 

documenting the patterns of markups across industries and firms.

	—What government interventions are effective at increasing competition?

4. External economies, spillovers, and industrial policy
We have thus far discussed the market failures perhaps best thought of as 
working at the level of individual firms—such that one firm ends up using re-
sources more efficiently on the margin than some other firms, leading to a re-
duction in aggregate output. A wider notion of externalities concerns cross-
firm externalities, such as external economies of scale, agglomeration econo-
mies and wider technological or human capital spillovers, all of which provide 
a justification for government interventions.

Many governments in developing countries adopt policies that promote 
specific economic sectors (e.g., manufacturing within special economic zones) 
or particular economic activities (e.g., export facilitation services). They do so 
to encourage structural change, a strategy referred to as industrial policy.

Before moving forward, it is important to note that industrial policy 
does not have to be focused on “industrial” sectors. Government intervention 
in tourism or IT services are just as much industrial policy as subsidies to 
the manufacturing sector. As such, productive development policies, a term 
put forward by the Inter-American Development Bank (2014), may be more 
relevant. Nonetheless, we still use the term industrial policy in this paper, as it 
is more widely used in academic circles.

The theoretical rationale for industrial policy is clear. In the presence 
of positive externalities, firms’ individually optimal choices will lead them to 
undertake the activity that generates the externalities at levels below what 
would be optimal for the society as a whole. There is a natural role for gov-
ernment intervention in such cases, in order to induce firms to undertake more 
of the positive-externality-generating activity. These externalities can take var-
ious forms. Standard candidates for positive externalities are external econ-
omies of scale, a mechanism by which sectoral growth lowers an individual 
firm’s long-run cost curve, or cluster and agglomeration effects (Rosenthal and 
Strange 2005), whereby the proximity of firms allows for productivity gains. 
Labour market frictions that prevent workers from transitioning from low- to 
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high-productivity sectors are also thought to play an important role in slow-
ing down structural transformation in low-income countries. Agglomeration 
economies which are the most likely driver of urban density (see IGC Evidence 
paper on cities) are another leading candidate. 

Hausmann and Rodrik (2003) describe another market failure that in-
dustrial policy can address. Information that a given product can be produced 
profitably in a given place may spill over quickly to nearby firms, who can then 
start producing as well. Such competition from imitation makes the private re-
turns from entrepreneurship in new and modern sectors lower than its social 
value. This may be particularly important in developing countries, where the 
existing number of goods produced is small and so the number of products to 
be “tested” is large.

Despite the numerous theoretical descriptions of 
market failures in developing countries, it is very diffi-
cult in practice to measure the size of these externalities. 
This is probably why, for so long, the consensus in lead-
ing policy institutions (the “Washington Consensus”) 
was that the best industrial policy was actually no in-
tervention. The idea was that the intention behind in-
dustrial policy was to pick winners, and that doing so 
appropriately was too challenging in developing coun-
try contexts. Easterly et al. (2009) show that a country’s 
distribution of exports follows a power law. Thus, the 
likelihood of subsidising an export hit is low. Moreover, 
Freund and Pierola (2012) show that a country’s com-
parative advantage is typically driven by a handful of 
firms, so identifying high-potential firms in high-poten-
tial sectors is likely to be even more difficult. Another 
concern around the legitimacy of industrial policy came 
from political economy factors, which are pervasive in 
many low-income countries. In areas with little enforce-
ment, subsidies can quickly become a means of trans-
ferring rents to powerful and well-connected firms. The 
failure of import substitution policies in Latin America 
also contributed to industrial policy’s bad reputation.

However, recent developments have shifted attention back onto indus-
trial policy. For example, Hausman et al. (2007)’s finding that countries grow 
faster when they export products that are also exported by high income coun-
tries has become particularly influential among policymakers. Similarly, the 
service sector’s potential for growth strategies—particularly in Africa—has 
been the subject of recent studies (see, e.g., Newfarmer et al., 2019). Moreover, 
in spite of the debate on the risks of industrial policy, almost all governments 
conduct some form of such policies in practice. In doing so, policymakers crit-
ically need the support of research to provide a framework and guidelines on 
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how to think about these issues. Thus, future research should focus more on 
how industrial policy should be done, rather than on whether it is well found-
ed. The paragraphs below review the existing literature on industrial policy.

Country or sectoral case studies can generate important lessons for in-
dustrial policy. For developing countries or countries on the path to develop-
ment, such examples include: Amsden (1989) in South Korea; Wade (1995) in 
Southeast Asia; Evans (1990) on the computer industry in Brazil, India, and 
Korea; and Luzio and Greenstein (1995) on microcomputers in Brazil. As the 
returns to such work are higher if it describes a successful event, these studies 
are usually supportive of a positive impact of industrial policy. However, this 
type of analysis can be difficult, as many factors affect growth, and it is difficult 
to convincingly isolate the effect of a particular industrial policy.

A number of cross-country or cross-sector analyses have found little ev-
idence for the efficiency of industrial policies such as trade protection (Krueger 
and Tuncer 1982, Clemens and Williamson 2001, O’Rourke 2000) or tax in-
centives (Lee 1996). These exercises generally conclude that there is little cor-
relation between industrial policy and growth. Beason and Weinstein (1996) 
propose a rationale for these mixed results in Japan. They find that target-
ed sectors are typically low-growth sectors with decreasing returns to scale. It 
is possible that because of political pressures, many governments around the 
world support sectors that are struggling economically, rather than designing 
and implementing a strategy to promote positive externalities (Grossman and 
Helpman 1994, Goldberg and Maggi 1999). Likewise, patterns of trade pro-
tection could be driven mostly by government revenue considerations rather 
than the infant industry hypothesis (Broda et al. 2008). Rodrik (2007) puts 
forward another explanation: If governments target sectors where market fail-
ures are the strongest, but they can only partially address them, it is not sur-
prising that these sectors grow less.

For all these reasons, and because intervention across sectors cannot be 
randomised, implementing a clear identification strategy to measure the impact 
of industrial policy on development is challenging. This is perhaps why there 
were a flurry of studies on the issue in the 1990s or early 2000s, but very little 
research on industrial policy has been carried out since. 
A few exceptions stand out (see Lane 2019a for a thor-
ough review of recent developments in this literature).

Juhasz (2018), a paper further discussed in 
Section 3.1.1, finds evidence for the infant industry hy-
pothesis using a natural experiment, generated by the 
Napoleonic wars in the early 1800s, that blocked trade 
from Britain to certain ports in France. Regions in 
which the cost of importing cotton yarn from Britain 
rose were more likely to adopt mechanised cotton spin-
ning and significantly increased production capacity. 
She provides suggestive evidence that this involuntarily 
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acquired comparative advantage lasted for more than 60 years after the block-
ade ended. A number of other historical case studies exploit natural experi-
ments to show evidence for the infant industry hypothesis (Harris et al. 2015, 
Hanlon 2019) or the effectiveness of industrial promotion policies on human 
capital accumulation (Mitrunen 2019).

Aghion et al. (2015), Martin et al. (2017), and Rotemberg (2017) meas-
ure the impact of recent industrial policies in China and India on firm sales, 
productivity, and employment by exploiting within-country variation in poli-
cy intensity. However, while assessing the effect of specific policies on targeted 
firms or sectors is interesting, these studies are usually unable to clearly docu-
ment whether these interventions were targeting a specific well-grounded ex-
ternality or whether they created significant distortions in other sectors of the 
economy.

As opposed to tariff policy, the magnitude of government subsidies are 
particularly difficult to measure. Kaloupstidi (2018) develops a methodology to 
quantify government subsidies in the shipbuilding industry in China. She esti-
mates that the intervention effectively reduced costs by 13-20%. In a follow-up 
paper, Barwick et al. (2019) quantify the positive effects of the policy on invest-
ment and entry, which led to China’s dominance in the industry. Yet, since the 
policy was not meant to address a specific market failure but rather to position 
the country in a strategic industry, the subsidies had a negative impact on welfare 
due to the sizable distortions they created.

Lane (2019b) quantifies the effect of the “big push” policy in the 1970s 
in Korea. He documents important spillovers to non-targeted sectors through the 
input-output network, suggesting evidence for non-pecuniary externalities that 
justify the intervention. Liu (2019) argues that governments should prioritise ad-
dressing distortions in upstream markets. The intuition follows from the theory 
of second best: Market failures channel through value chains, so upstream sectors 
are the source of the largest distortions. He finds evidence that China and South 
Korea indeed targeted upstream sectors in their industrial policies.

Identifying the sectors that are the most likely to be the subject of pos-
itive externalities is probably the main challenge of industrial policy. Bartelme 
et al. (2019) develop a methodology to estimate the magnitude of economies of 
scale across sectors using easily available trade flow data. They find substantial 
scale elasticities in every manufacturing sector, and ones that do indeed differ in 
their extent across such sectors, as is necessary for within-manufacturing industri-
al policy (i.e., policy that affects some manufacturing sectors over others) to have 
any impact. However, their results suggest that the gains from optimal interven-
tions targeting these externality sectors would be small: Only 1% of GDP on av-
erage, even when implemented by a hypothetical government with omniscience, 
benevolence, a full set of policies to control terms-of-trade and internal distribu-
tional effects, and under no threat of foreign retaliation. This result arises because 
a country that intends to reap substantial gains from industrial policy needs to 
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find not just a sector with large (relative) positive externalities, but also one that 
can be expanded without running into diminishing world demand for its product.

On the policy side, decision makers probably need to take a pragmatic ap-
proach when it comes to industrial policy. The IADB (2014) proposes a three step 
plan: 1) identify sectors subject to externalities; 2) design a policy that address-
es the market failure specifically; and 3) make sure the state has the institutional 
capacity to implement the policy. The translation of that approach to a research 
agenda would be to study three questions: why (do industrial policy), what (to 
do), and how (to do it).

On the first two points, the IADB recommends a 
public-private collaboration to identify the most impor-
tant constraints that firms face and the policies that can 
best address these issues (see Ghezzi 2017 for an exam-
ple of how this was implemented in Peru). Harrison and 
Rodriguez-Clare (2010) make a similar suggestion. They 
argue that “soft” policies, involving strong collaboration 
between the government and private-sector organisations, 
are preferable to “hard” interventions, which may end up 
being a bigger source of distortions than the ones they are 
trying to address. The optimal design of industrial poli-
cy with the constraints imposed by state capabilities is an 
area where evidence is critically lacking.

In summary, we believe that given the impor-
tance industrial policy has for policymakers in developing 
countries, it should be the subject of much more research. 
Perhaps a starting point could be to document the cur-
rent patterns of industrial policy across countries. Which 
sectors are being promoted and through what interven-
tions? Which externalities are thought to be more impor-
tant for policymakers? Do the interventions designed actu-
ally match the underlying objectives of the state?

The most promising branches of research on this issue that are critical-
ly needed to inform policy makers on the use of industrial policy in developing 
countries is measuring the size of externalities. The existence and the magnitude 
of externalities form the basis of government intervention for industrial policy. In 
which sectors and for which firms are these externalities the largest? What is the 
exact nature of these externalities? 

The interaction between industrial policy, state capacity, and the political 
economy also deserves more attention. Industrial policy is usually complex and 
requires the interaction and coordination of various ministries and government 
agencies. A study that attempts to measure how public sector coordination affects 
the performance of industrial policy would provide valuable insight on this issue.

Given the success 
of the East Asian 
economies 
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Next steps and research priorities

	—Measuring the size of externalities. Where—for which firms and which sectors—are 

they the strongest?

	—What policies are appropriate to address these externalities? 

	—How should industry policy be designed in an environment with low state capacity 

and low coordination across government bodies?
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3	 International trade

We now turn to the topic of international trade and research that can shed 
light on how policymakers in developing countries can sculpt trade policy to 
foster growth and reduce poverty. Given the success of the East Asian econ-
omies with export-led development strategies and reductions in trade costs 
(lower tariffs and trade facilitation services), such policies warrant particu-
lar attention and a sustained research effort in the future, as we shall discuss.

We split our discussion into four parts. The first resonates with the 
above discussion of distortions in a closed economy but asks how we might ex-
pect those distortions to be affected—either positively or negatively—through 
the presence of or transition to trade openness. Put simply, exposure to trade 
may resolve or exacerbate distortions, or change the cost of domestic market 
failures. The second part discusses general international externalities, in which 
trade and other forms of openness act as a conduit for spillovers. Our third 
topic does not relate to externalities per se, but instead to services that states 
tend to provide (such as transportation infrastructure) that interact with trad-
ing. Opening to trade often requires that the state directly addresses distor-
tions that reduce trade potential. Understanding the returns to these services is 
just as central to an evaluation of the costs and benefits of trade openness as 
the previous arena of externalities. Finally, the fourth component of our dis-
cussion concerns the way trade can redistribute income within the domestic 
economy – either mitigating or exacerbating existing inequality – and the po-
litical features that come with it. Even in a hypothetical economic environment 
with no market failures and no publicly provided services, there is still great 
policy interest in the pros and cons of trade openness due to its distributional 
consequences and the extent to which other policy instruments exist to facili-
tate redistribution. 

A Existing distortions affected by trade openness
The previous sections have discussed extensively the existence of market fail-
ures and externalities in developing countries, and why they may be more 
widespread than in high-income countries. When it comes to openness to 
trade, therefore, the question is simply whether trading will magnify or miti-
gate existing distortions in the economy. We review the existing evidence on 
this question in the next three subsections.
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1. Production externalities 
Section 2.3.d considered in length the various production externalities that 
may be present in developing countries and that legitimise state intervention. 
Industrial policy can allocate factors of production optimally across sectors 
and firms, but a wide range of trade-induced reallocations may also affect that 
process. Some may do so in an indirect way, such as free-trade-induced sec-
toral specialisation or a series of events affecting a trade partner, while others 
are up to country leadership, such as trade policy. 

The textbook example of externality-focused trade policy is well 
known (see Harrison and Rodriguez Clare 2010). In an economy with two 
sectors, one with constant returns to scale and the other subject to production 
externalities, there can be multiple equilibria. The economy may end up on the 
equilibrium with full specialisation in the first sector, which is dominated by 
the equilibrium that involves specialisation in the externality sector. Protection 
of the second sector is the appropriate intervention. When the positive exter-
nalities are thought to involve dynamic features, this policy is often termed in-
fant industry protection (see Section 2.3.d for a review of the empirical litera-
ture on this topic).

Here again, the main issue for policymakers is 
whether they have the ability to identify externality-gen-
erating sectors and the capacity to design the appropri-
ate trade policy in response. While production externali-
ties provide the rationale for state intervention, all actions 
may not be equally cost effective or efficient. Harrison and 
Rodriguez-Clare (2010) discuss the Bastable test—an in-
vestigation of whether the discounted gains from the inter-
vention are larger than the consumption loss from tempo-
rary protection. On this, Melitz (2005) argues that produc-
tion subsidies are more efficient than trade protection in 
addressing Marshallian externalities, as they avoid the con-
sumption cost of higher tariffs. However, implementing fis-
cal incentives may be more challenging in practice than set-
ting tariff schedules (see Section 3.c.1 for a discussion on 
the infrastructure of customs collection). Bartelme et al. (2019) compare the ben-
efits of trade policy, industrial policy, and the optimal combination of the two in 
response to external economies of scale. The welfare benefits of one or the other 
alone are small, but the interaction of the two generates higher gains by allowing 
for full control of production externalities via industrial policy while simultane-
ously avoiding deleterious terms-of-trade effects via judicious unilateral trade poli-
cy. As discussed previously, though, these gains remain small relative to the size of 
the economy. The optimal structure of government intervention between industri-
al and trade policy to address production externalities, taking into account capac-
ity constraints, is an area of research that deserves further attention.
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In addition to the research agenda developed in the industrial poli-
cy section above, we see three promising avenues of research for trade-relat-
ed production externalities. The first relates to the textbook model present-
ed above and the presumption that the economy may end up in the “wrong” 
equilibrium. It may be that in a number of sectors, trade openness actual-
ly fosters externalities—by, for example, creating larger production clusters. 
Second, quantifying the spillover effect from tradable to non-tradable sectors, 
such as services, is necessary to put together the full picture of the structural 
transformation induced by trade policy. Finally, developing structural mod-
els in a developing country setting—i.e., with limited sectoral data—to predict 
whether trade openness will lead to specialization in high- or low-externality 
sectors would allow policymakers to add to their tools for decision making.

2. Firm-level size-dependent distortions
A large literature has documented that in developing countries, small firms 
tend to neither grow nor get driven out of business, and that these constitute 
the bulk of private-sector firms (see, e.g., Hsieh and Klenow, 2014). This is sug-
gestive of size-dependent distortions that favour small and unproductive firms. 
For example, large firms may face excessive tax and regulatory burdens that 
prevent them from expanding and driving out small firms. Alternatively, credit 
and labour market constraints or corruption might par-
ticularly affect small firms; in this case, we have too few 
small firms. Finally, distortions may affect certain types 
of firms rather than sizes. For example, state-owned en-
terprises may have favourable access to capital.

Trade has the potential to alleviate or magnify 
these distortions, depending on whether more distorted 
firms benefit or lose out from trade reforms. An obvious 
starting point is that trade leads to the expansion of larg-
er firms relative to smaller ones in a broad class of trade 
models (Mrázová and Neary 2018), as only the most 
productive firms benefit from access to foreign markets. 
We now turn to the empirical evidence for which types 
of firms benefit. 

Small informal firms and family businesses
A large portion of firms in developing countries are informal. How are these 
firms impacted by trade openness? Nataraj (2011) uses firm-level surveys rep-
resentative of the Indian manufacturing sector. She finds that in response to 
trade liberalisation, a large number of informal firms exit the market, and the 
firms that survive increase their productivity.

McCaig and Pavcnik (2018) show that the 2011 US-Vietnam Bilateral 
Trade Agreement led to a reallocation of labour from informal to formal firms. 

By providing better 
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Lower tariffs in the US provided new market opportunities for large firms, which 
pulled labour from informal firms. This process enhanced efficiency, as large 
formal firms are substantially more productive (in value terms) in this context.

Informality has several different margins. Firms can remain informal to 
evade taxes or because they face regulations or entry costs  they are unable to 
overcome. The informal sector may also be a pressure valve for unemployment 
in developing countries. To benefit from trade opportunities, firms typically 
need to be formal, so these factors could have consequences on how trade af-
fects informal firms. If they “choose” to be informal, trade liberalisation could 
pressure them to formalise; if the costs of formalisation are too high for them, 
they will likely not be able to do so. 

Family-run firms—which are also prevalent in low-income countries—
tend to rely on siblings for senior levels of management. The rationale for do-
ing so may be a lack of trust in delegating management decisions to individuals 
outside the family circle (Bloom and Van Reenen 2007). This could have im-
portant consequences for capturing the gains from trade liberalisation. If there 
are only a limited number of siblings available to fill management positions, 
firm growth could be blocked. 

More research is needed to better understand the link between trade 
liberalisation and its impact on the distortions that affect more strongly the left 
side of the firm distribution. We return to this issue in Section 3.d.

Politically connected firms and business groups
Business groups—a set of horizontally or vertically integrated firms—are also 
ubiquitous in developing countries. Khanna and Yafeh (2007) argue that these 
conglomerates may act as a solution to capital market failures in that they pro-
vide opportunities for within-network finance systems. However, evidence on 
how these groups of firms respond to trade shocks is still an open area for fu-
ture research.

Many key sectors in low-income countries are controlled by state-
owned enterprises (SOEs) or politically connected firms. Despite their large 
size, these firms can be particularly inefficient and potentially only benefit from 
preferential access to credit or markets to sustain their dominant positions 
(Mobarak et al. 2006). As such, it is not easy to predict whether trade open-
ness reduces or increases these connection-based misallocations. By provid-
ing better access to a wide range of new markets to efficient but constrained 
firms, trade liberalisation can reduce the market share of politically connected 
firms. However, access to specific inputs or capital may constrain non-connect-
ed firms from expanding; by contrast, connected firms may be the only firms 
capable of benefiting from trade.

Khandelwal et al. (2013) provide evidence for the first mechanism in the 
Chinese textile industry. A reform in 2005 removed a quota system whereby firms 
were given a license to export a specific fabric or garment to a specific destination. 
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Following the liberalisation event, they document a significant market share real-
location from unproductive SOEs to more productive private firms. 

Two papers provide evidence for the second view. Brandt et al. (2017) 
document that the pro-competitive effects following China’s entry into the 
WTO did not significantly affect SOEs. Similarly, Baccini et al. (2019) find 
that though there were significant reallocation effects from Vietnam’s entry 
into the WTO, they were fairly small for SOEs. Both studies argue that prefer-
ential access to capital may be the main reason that SOEs tend not to be high-
ly impacted by trade liberalisation.

More research is needed on this topic—particularly on the mechanisms 
through which connected firms obtain dominant positions in specific markets 
and how these can be removed smoothly to increase efficiency. If these mecha-
nisms are not removed properly, it can result in even greater problems: Naidu 
et al. (2017) show that private-sector elites supported a military coup in Haiti 
to put an end to the previous government, which was considering removing 
the licensing scheme for imports that provided them rents. 

Trade and competition
Trade can produce efficiency gains by causing inefficient firms to exit the mar-
ket and allowing productive firms to grow. However, there is limited evi-
dence on the effect of trade on market power, mark-ups, and consumer prices. 
Edmond et al. (2015) show evidence that trade lowers mark-ups and mark-up 
dispersion in Taiwan. By contrast, De Loecker et al. (2016) document high-
er mark-ups in response to India’s trade liberalisation. Tariff duty drops led to 
cheaper inputs, but these did not entirely pass through to consumers. In oth-
er words, the price reductions were small relative to the decrease in margin-
al costs.

In summary, some progress has been made in understanding which 
types of firms are most affected by trade liberalisation. However, there is still 
much to learn about both which types of firms face the largest distortions, and 
hence, whether trade reforms raise or reduce efficiency. 

3. Distortions in factor markets
Distortions in factor markets and the potential for misallocation were intro-
duced and discussed in Sections 2.b and 2.c.1. Of course, these factor-mar-
ket distortions are partially responsible for the firm-specific frictions presented 
above that may lead trade to raise or lower efficiency. This section focuses on 
how trade may magnify or shrink these factor-market frictions. 

Capital
International trade typically involves long distances and slow passage at bor-
ders and ports, increasing the need for trade credit and working capital. 
Moreover, a number of papers have estimated high fixed costs for firms enter-
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ing foreign markets (Das et al. 2007, Lincoln and Maccallum 2018, Piveteau 
2019), which requires further capital. Learning about market conditions else-
where, finding buyers abroad, building distribution channels in foreign coun-
tries, and buying equipment for the shipment of goods are normally essential 
investments for firms considering export. 

Thus, credit constraints can prevent firms from reaching their export 
potential. Paravisini et al. (2015) study how the 2008 financial crisis, which 
differentially impacted banks in Peru, impacted trade. With data on firm-bank 
matches, they document that exporters who were clients of local banks that 
were more exposed to the US financial crisis reduced their export volumes. 
This reduced both the volume of exports but also the selection of firms that 
ended up trading (see Foley and Manova 2015 for a review). 

Despite this evidence on the importance of access to finance in interna-
tional markets, there is little empirical evidence on how facilitating trade cred-
it or state-subsidised trade specific loans can ameliorate these constraints. As 
most export and import transactions in developing countries are typically in-
voiced in US dollars, the role of access to foreign currencies for trade credit 
should also be studied.

Labour
Trade may also affect labour market distortions. Export opportunities may in-
crease requirements for high-skilled workers or workers with particular skills. 
For example, Mion and Opromolla (2014) document Portugal’s need for ex-
perienced marketing employees in order to make inroads into foreign markets. 
If there are distortions that limit the supply of such workers, trade may exac-
erbate the impact of these distortions.

Labour mobility distortions can also limit the optimal reallocation of 
labour across sectors that follows trade liberalisation 
and hence reduce the gains from trade openness rela-
tive to a frictionless benchmark (Dix-Carneiro 2014). 
We return to these issues in Section 3.d.2, where we dis-
cuss adjustment mechanisms to trade shocks. But be-
yond simple adjustment costs, the process of adjustment 
may generate or exacerbate market failures. 

One example could involve the size of the infor-
mal sector, to the extent that the presence of such a sec-
tor is the source of distortions (e.g., through tax and regu-
lation evasion). As discussed above, there is some evidence 
that import competition shocks can potentially exacerbate 
informality. For example, Dix-Carneiro and Kovak (2019) 
study the labour market response to trade liberalisation in 
Brazil. They document a strong shift toward informal em-
ployment or employment in low-paying service industries 
in the regions facing the largest tariff declines. Most work-
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ers do not respond to these negative shocks by migrating to regions offering better 
employment opportunities; they simply shift to the informal sector. These results 
suggest that the informal sector absorbs a large share of trade-displaced workers 
who are unable to move to benefit from employment opportunities that arise from 
trade liberalisation elsewhere. 

To take another example, if labour market search is inefficient due to con-
gestion externalities, then the labour market adjustments required by any change 
in the demand or production structure of an economy—such as a change in out-
side trade conditions—will necessitate more search, and hence a broader incidence 
of congestion externalities. There is also the possibility that firm-specific training 
will be especially underprovided (even relative to a benchmark in which it is un-
derprovided due to the hold-up problem) in an environment with a higher risk of 
external shocks.

More research is needed to understand the complementarities between la-
bour market policies and trade reforms. Just as for capital, specific policies can 
worsen barriers to labour mobility. Conversely, labour market reforms may be 
needed in parallel to trade liberalisation. Increasing spatial and sectoral mobili-
ty may require more complex policies than simply subsidising worker movement.

Next steps and research priorities

	—Does the reallocation that results from opening to trade promote positive 

production externalities?

	—What is the optimal structure of government intervention between industrial policy 

and trade policy to address production externalities?

	—Does opening to trade reduce distortions in domestic markets?

	—What are the impacts of trade policy on informality?

	—How are connected firms affected by changes in trade policy?

B International connections as a vector for spillovers
Many developing countries create strategies to promote exports and attract 
foreign direct investment (FDI), in hopes that these policies will have a signif-
icant impact on their economic development. The potential long-run benefits 
of these policies are that they generate externalities for exporting firms, or for 
domestic firms in proximity with foreign firms. We discuss below some exist-
ing evidence on spillovers from exporting and FDI and consider potential pol-
icies that can promote them.
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1. Spillovers from exporting
Does exporting increase productivity at the firm level? Clerides et al. (2017), 
using firm-level data from Mexico, Colombia, and Morocco, do not find evi-
dence that serving foreign markets reduces costs. Similarly, Luong (2013) finds 
that productivity estimates for automobile manufacturers in China do not in-
crease when businesses start exporting.

By contrast, a number of other papers have found positive effects of ex-
porting on productivity in developing countries, including Blalock and Gertler 
2004, Van Biesebroeck 2005, and Park, Yang, Shi, and Jiang 2010.

The main challenge in identifying the impact of exporting on efficien-
cy is how to adequately estimate productivity. This variable is unobserved, 
and researchers typically resort to structural estimation techniques to measure 
productivity at the firm level, each method being subject to different potential 
biases. De Loecker (2007, 2013) develops a methodology that addresses the 
fact that standard structural approaches assume that productivity evolves ex-
ogenously. By contrast, De Loecker’s proposed methodology allows the pro-
ductivity process to be endogenous to exporting. Using data from Slovenia, 
he finds evidence of learning by exporting, primarily when firms export to 
wealthier countries. This result suggests that many of the previous null results 
may have occurred because learning by exporting is only present when poorer, 
less capable countries export to richer, more capable ones.

Another constraint faced by researchers when estimating productivi-
ty at the firm level is that it may not be possible to observe the output quan-
tity of each of the goods produced. Thus, productivity measures are generally 
revenue based, and since more efficient firms tend to charge lower prices, this 
leads to a bias in productivity measures. Garcia-Marin and Voigtlander (2019) 
develop a method to separate technical efficiency from markups and find that 
marginal costs decline by about 20% for new exporters in Chile, Colombia, 
and Mexico. Atkin et al. (2019) argue that traditional revenue-based measures 
may perform better in environments where more productive firms manufac-
ture more complex products.

Atkin et al. (2017) provide the most direct evidence on learning by export-
ing. They randomly provide opportunities to export to Egyptian rug manufactur-
ers. By focusing on a narrow industry, they are able to measure productivity more 
convincingly. Several years after the initial opportunity, treated firms have higher 
quality-adjusted productivity. Making rugs with identical specifications and ma-
terials on the exact same equipment, treated firms produce higher quality rugs but 
do not take any longer to manufacture them. The authors document productivity 
improvements that come, at least in part, from knowledge flows between foreign 
buyers, local intermediaries, and the producers.

While there is growing evidence that there is learning from exporting, there 
is currently limited evidence on whether this learning is external to the firm—that 
is, not the result of a firms’ investment in its own productive capacity, or of pay-
ments or price reductions made in exchange for the training offered by a buyer. 
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Export promotion policies predicated on spillovers require that these are exter-
nal. If they are, we need to know what the magnitude of this externality is across 
sectors or destinations to appropriately target export promotion programmes giv-
en limited government capacity. Thus, policymakers need to better understand 
where to spend the marginal dollar for export support. As randomly dropping for-
eign demand across a wide range of sectors cannot be easily replicated, progress in 
this literature will likely have to come from the development of more theory-driv-
en empirical approaches to improve upon the measurement of productivity spillo-
vers from exporting.

Moreover, the mechanisms through which those productivity benefits ap-
pear when exporting are only explored in Atkin et al. (2017). Research is lacking 
on the quantitative importance of productivity improvements from increased pro-
duction volume versus learning from foreign buyers’ feedback. If the first one is 
more important, this suggests that sector targeting—where the potential for learn-
ing by doing is larger—may be more efficient. If, on the other hand, the effect takes 
the form of quality upgrading to meet the standards imposed by foreign markets, 
it may be more efficient to promote exports to specific destinations. 

Another interesting avenue for future research could be to follow the effi-
ciency benefits from exporting along value chains. Exporters often source inputs 
from other firms in the local economy, so these firms could also exert a positive ex-
ternality for their suppliers. This research agenda will make progress with the col-
lection of administrative data on value chains, particularly VAT data.

2. Spillovers from FDI
Many developing countries dedicate substantial resources to attracting FDI. 
These resources can take the form of newly built infrastructure, investment fa-
cilitation services, and tax incentives, all considered important for increasing 
FDI flows. To justify these expenses, the economic benefits from FDI attraction 
have to outweigh the costs. The focus of policymakers is often on job creation 
and export growth; with multinational corporations being good candidates 
for reaching these objectives by size and nature, spillovers from high-produc-
tivity foreign firms is also often cited as an argument for capturing higher FDI 
flows.

A number of early studies have looked at whether sectors that attract 
more FDI are more productive or become more efficient over time (Blomström 
and Persson 1983, Haddad and Harrison 1993, Aitken and Harrison 1999) 
and found mixed results (see Demena and Van Bergeijk 2017 for a meta-anal-
ysis). The exact location of establishments has also been used to show that 
firms located closer to FDI firms are more productive (see, e.g., Khalifah and 
Adam 2009). However, the identification strategy in most papers leaves open 
the possibility that a surge in FDI flows could be the result of changing (local) 
comparative advantage or competitive pressures that push domestic firms to 
become more productive. 
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Moreover, most empirical work on the issue fails to identify the mecha-
nisms responsible for these spillovers and instead focuses on whether the pres-
ence of foreign firms increases the productivity of domestic firms. Javorcik (2004) 
is an exception. Using the input-output matrix for Lithuania, she documents pro-
ductivity gains in sectors that supply FDI firms, which she calls “backward spill-
overs”. By contrast, she finds no evidence for spillovers in sectors downstream to 
foreign firms or in the same sectors in which FDI companies operate. Similarly, 
Kee (2015) finds evidence for backward linkages from FDI in the garment sector 
in Bangladesh. Foreign firms exert a potential externality on domestic firms when 
they share an intermediate input supplier. As FDI firms typically require high-
er quality inputs from their suppliers, other downstream domestic firms indirect-
ly benefit from quality upgrading and productivity gains from common suppliers. 
Atkin et al. (2017) discussed above also provides a rationale for why productivity 
spillovers may come from backward linkages. By selling inputs to foreign multina-
tionals, domestic firms can potentially learn and implement more efficient produc-
tion processes from the feedback they receive in this supplier-buyer relationship.

Yet, there is limited evidence on the other channels through which produc-
tivity spillovers from multinational corporations may arise. These include horizon-
tal spillovers or externalities that arise from technology or 
ideas radiating from foreign firms to domestic companies. 
Another overlooked mechanism could be worker training 
inside FDI firms. Many foreign companies employ domes-
tic labour, as they are more productive, better equipped 
in terms of technology or management practices, and the 
workforce may learn more on the job than in local firms. 

If the magnitude of the externality from FDI could 
be important, spillovers may not materialise in a vacuum. 
Productivity gains from backward linkages will not emerge 
if foreign firms face significant barriers to sourcing their 
inputs locally. Similarly, if multinational enterprises have 
no incentive to hire and train local labour, they may resort 
to asking senior expats to run operations, which will lim-
it the potential for knowledge transfers. Quantifying the 
channels through which externalities may arise is a neces-
sary first step to guiding policy and implementing efficient 
mechanisms to promote spillovers.

Steenbergen and Sutton (2017) argue that soft poli-
cies to promote linkages are more appropriate than rules imposing that some share 
of inputs to be sourced locally. The latter option tends to increase the cost of an 
investment if local firms are not able to supply the right inputs and so may deter 
FDI flows. Instead, they recommend that a small team of capable bureaucrats and 
experienced managers from the private sector work together to form a local con-
tent unit. This agency would aim to reduce matching frictions between local and 
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foreign firms and support domestic firms in upgrading their product standards to 
meet the requirements that multinational firms impose. 

In a recent paper, Alfaro-Urena et al. (2019) examine the effect of a gov-
ernment programme linking domestic firms to multinational firms in Costa Rica. 
They use VAT data on supplier-buyer matches to show that domestic firms that 
win contracts with FDI firms experience a 4% increase in productivity 4 years af-
ter matching with a foreign company, as well as higher sales from a larger number 
of buyers than just the newly acquired foreign buyer. These results suggest signifi-
cant potential for policies to link firms to global value chains.

More research is needed on the impact of such programmes. Even if they 
lead to significant productivity improvements, these economic benefits from back-
ward linkages may not justify the cost of the policies. Moreover, there is no evi-
dence as to whether and how governments should facilitate the transfer of knowl-
edge to domestic firms and wider participants. 

Finally, many developing countries make use of special economic zones 
to attract foreign investment. Such an institutional setting allows governments to 
more closely monitor the activities of FDI firms, and as such, management com-
mittees of zones may be well placed to facilitate linkages between multinational 
enterprises and the domestic economy.

Next steps and research priorities

	—Does exporting promote external learning or quality upgrading? In which sectors 

are these effects the strongest?

	—What are the channels through which spillovers from FDI arise?

	—What is the impact of policies linking domestic firms to foreign firms, and what 

policies are effective and cost efficient in promoting spillovers?

C State-provided services that aim to promote trade

1. Trading infrastructure
Our discussion of international trade has thus far focused on settings in which 
exporting and importing can potentially impact, either positively or negative-
ly, domestic and international externalities. Such phenomena would provide 
a natural motive for intervention in traditional trade (or even domestic) pol-
icies such as taxes and subsidies. But there are many other government poli-
cies and public goods that impact trade flows, which one could broadly term 
a country’s “trading infrastructure”. A natural example would be the deep-



55EVIDENCE PAPER / FIRMS

sea ports used by large container ships to offload goods. But another equally 
important example is the communication infrastructure, such as the internet, 
that allows firms to market their products and wholesalers to find new suppli-
ers. When this sort of “infrastructure” is provided by a state, the natural ques-
tion is whether the state is providing the right amount of it, which requires 
an estimate of its marginal returns. That brings in the need for rigorous eval-
uations; we discuss some of these next, but a great deal more remains to be 
learned about the returns to state-provided trading infrastructure. This is also 
a setting in which modern tools from the study of public finance, such as the 
“marginal value of public funds” calculations from Hendren (2016), would be 
powerful for comparing and ranking various policies. 

Numerous public services are involved in getting goods physically to 
and from international markets. Roads, railways, and ports are all used to 
transport goods within countries to or from the border. Virtually all are set-
tings in which the user is not covering the marginal cost of building the infra-
structure. But evaluation of these physical infrastructure investments—consid-
ering how large a share of the public purse they can comprise—lags way be-
hind the need for such inputs into the policy process. As discussed above, some 
evidence (e.g., Atkin and Donaldson 2016) suggests that the cost of transport-
ing the same goods over similar distances is many times more expensive in ar-
eas of sub-Saharan Africa than in high-income countries like United States. 
Therefore, it seems plausible that internal transport costs can be lowered in 
many low-income countries; but the question of whether they should be—and 
whether this is possible in a cost-efficient way—remains largely unsettled.

Physical transportation infrastructure

Figure 4: Percentage of firms identifying transportation as a major constraint (Source: World 

Bank Enterprise Survey)



56EVIDENCE PAPER / FIRMS

A good example of existing evidence on measuring the impact of phys-
ical infrastructure, including a cost-benefit assessment, can be found in Cosar 
and Demir (2016). They study the impact of an upgrade of single-lane in-
tra-national roads to high-capacity expressways on facilitating foreign trade 
to and from Turkey. Over a 10-year period, the estimated present value of the 
additional trade flows generated by a US$ 1.0 investment in infrastructure 
are between US$ 0.7 and US$ 2.0. These effects are likely to be heterogene-
ous across countries or even regions. In 2002, when the infrastructure projects 
were initiated, Turkey was already trading considerably—particularly with the 
European Union—and was classified as an upper-middle-income country. In 
sub-Saharan Africa or South Asia, the trade elasticity of intra-national infra-
structure may be considerably different, and it may be harder to estimate giv-
en the lack of data. 

Infrastructure also shapes the patterns of specialisation within coun-
tries. Cosar and Fagjelbaum (2016) hypothesise that intra-national trade costs 
imply that regions near international gateways have a natural comparative 
advantage in export-oriented sectors and find compelling evidence of this in 
China. Consistent with this theory, Storeygard (2016) finds that following oil 
price increases, cities near large ports in sub-Saharan Africa grow faster than 
cities further away. Roads can also impact structural transformation by bring-
ing people to cities with higher productivity activities. Using panel data on 
roads in 39 African countries over 50 years, Jedwab and Storeygard (2019) 
show that increased market access accelerates cities’ population growth. They 
find a stronger effect for small and remote locations, again supporting the ev-
idence that the economic returns to infrastructure are higher where it is most 
lacking. Similarly, Fajgelbaum and Redding (2018) argue that the construc-
tion of the railway network in Argentina in the late 19th century was instru-
mental to its process of structural transformation, economic development, and 
international trade openness.

Of course, many road and railway projects cannot be neatly divided 
into those segments that promote intra-national trade and those that promote 
international trade. So much of the demand for evaluation here resonates with 
the wider need to understand the economic impact of publicly provided trans-
portation infrastructure services. New data sources such as VAT and customs 
records, as well as tracking technologies from smartphones and other devices, 
offer hope for an improved understanding of who is travelling from where to 
where and for what purposes. In turn, this may facilitate a greater understand-
ing of who benefits from infrastructure projects, as well as the extent to which 
those benefits are linked (or not) to trading with the outside world.

About 90 percent of the world’s trade transits by sea, so containeri-
sation is at the centre of these global trade patterns (Bernhofen et al. 2016, 
Rua 2014, Cosar and Demir 2018). Recent work has also attempted to un-
derstand—though so far more in a cross-country context—the effects of im-
provements in a nation’s port facilities. For example, Nordas and Piermartini 
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(2004) argue that among all indicators of infrastructure, the quality of port in-
stallations has the largest impact on relative bilateral trade flows. Stressing fur-
ther the importance of port infrastructure, Brooks et al. (2019) show that US 
cities neighboring ports that were exogenously deeper prior to the advent of 
large container ships grew about twice as fast as other coastal cities. However, 
Ducruet et al. (2019) show that much of this growth was “zero-sum” at a rela-
tively local scale, since new port technologies displaced economic activity from 
large to small cities. 

Air travel also plays an important role in carrying out global trade. 
Campante and Yanagizawa-Drott (2017) show that an increase in an airport’s 
connectivity has a positive effect on local economic activity. This effect is like-
ly due to air travel facilitating the movement of people rather than the move-
ment of goods. In particular, they document that foreign ownership of com-
panies is stronger between two cities just below 6,000 miles in distance than 
just above, a regulatory threshold that makes it more expensive to connect two 
cities by air on one flight. Startz (2016) also shows the importance of face-to-
face relationships for retailers based in Nigeria. To remove contractual and in-
formational frictions with manufacturers in China, these retailers constantly 
need to travel to China to source goods for their stores, making air connectiv-
ity extremely important.

Information frictions are arguably another important barrier to trade. 
However, evidence on the impact of communication infrastructure on trade 
flows is thin. Using historical examples, Steinwender (2018) and Juhasz and 
Steinwender (2019) show that transatlantic telegraph lines impact trade flows 
along two dimensions: They allowed exporters to learn about foreign market 
conditions and allowed buyers to acquire information on the characteristics 
of codifiable products. The expansion of internet access and its market plat-
forms could significantly boost the export potential of developing countries 
(see Hjort and Poulsen 2019 for suggestive evidence on the effect of internet 
on exporting status).

Overall, while the literature points to a positive and significant impact 
of physical infrastructure on trade and economic development, more evidence 
is needed on the cost efficiency of infrastructure projects and where their re-
turns are the highest on the margin.

The infrastructure of customs collection and trade facilitation
To be exported or imported, goods typically need to be inspected by customs 
agents, and they are often subject to tariff duty collection. Firm perception 
studies such as the World Bank Enterprise Survey typically point to delays in 
clearing customs as a significant trade barrier. Djankov et al. (2010) find sup-
port for this view in the data. The distance equivalent of customs compliance 
time is quite high: each day of delay corresponds to an increase in distance of 
about 70 km. Given that the average time to clear exports through customs 
is on average 11 days in sub-Saharan Africa (compared to, e.g., 3 days in the 
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European Union), developing countries are de facto further away from trade 
partners. Policies to improve customs efficiency relate more to state efficiency 
than trade policy, but we stress this as an important and relevant area for fur-
ther research.

Tariff collection is customs agents’ other main re-
sponsibility. This is particularly critical for developing 
countries, as a large share of their fiscal capacity con-
sists of import duties (Cagé and Gadenne 2018). Due to 
low tax enforcement capacity, this may be where firms 
circumvent duties the most. Reflecting this, a number 
of papers have used mirrored international trade data 
to show the prevalence of tariff evasion in developing 
countries (Fisman and Wei 2004, Mishra et al. 2008, 
Rijkers et al. 2015).

Sequeira and Djankov (2014) provide direct ev-
idence of the importance of tariff evasion and the role 
customs agents play in facilitating that process. It is typi-
cally done through bribe payments in exchange for tariff 
payments that are lower than the official rate, which re-
duces trade costs for importing firms. This may be why a 
de jure tariff reduction might not translate into a signifi-
cant increase in trade flows in some settings, as de facto 
tariff duties are already very low. Additionally, coercive 
corruption, whereby bureaucrats ask for additional fees 
to remove the threat of having goods locked at the bor-
der, also takes place. This process may also explain why the customs clearing 
process takes substantially more time in developing countries. At the border, 
gender or ethnic attributes might affect the bargaining relationship between 
customs agents and traders and so these distortions might disproportionally 
affect certain groups.

Reducing corruption and tariff evasion at the border is a challenging 
task. The process of assessing the value of a good crossing the border leaves 
room for bargaining; as such, strict rules on methods for evaluating product 
prices, such as the WTO Customs Valuation Agreement, could be a reasonable 
solution (Javorcik and Narciso 2017). Hiring private firms to conduct ship-
ment inspections has also shown promising results for tariff collection (Yang 
2008). Financial incentives for customs agents could also be an alternative 
(Chalendard et al. 2019), as it has yielded promising results for administrative 
workers in other fields (e.g., Khan et al. 2016, who offered performance-based 
incentives to tax collectors in Pakistan). Finally, recent developments in tech-
nology or advanced statistical techniques could support the efforts of states to 
detect tariff evasion (Demir and Javorcik 2019, Mittal et al. 2018). More re-
search is needed at the intersection of state capacity and trade policy to reduce 
the costs associated with the burden of red tape and corruption at the border.
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On top of customs, exporters and importers typically need to interact 
with several cross-border agencies that develop trade regulations and enforce 
them. The digitisation of some of these procedures could have a significant im-
pact on trade flows. Similarly, a change in international regulations or harmo-
nisation of norms between countries trading with one another could have an 
effect on exports. Yet, evidence on the effectiveness and the economic returns 
of such policies is lacking.

Next steps and research priorities

	—Develop methodologies to perform cost-benefit analyses of physical trading 

infrastructure.

	—Where—in terms of location and sectors— are the marginal returns of infrastructure 

the highest? 

	—What policies can improve the processes of customs collection? How can 

corruption at the border be reduced?

	—What trade facilitation services can significantly increase trade flows?

2. Export promotion
While export growth and promotion are at the centre of most developing coun-
tries’ growth strategies, this objective often remains difficult to implement in 
practice. World export markets are extremely competitive, and a sector must 
have the right comparative advantage in order to succeed. In addition, a num-
ber of market failures can prevent domestic firms from accessing export mar-
kets, and this is where export promotion agencies have a role to play.

Section 2.c.2 reviewed a number of potential market failures on the de-
mand side. In export markets specifically, search frictions may be even more 
important. Finding buyers in remote countries seems likely to be harder than it 
is in one’s home country. One rationale for policy intervention is that knowl-
edge about available exporters and importers can be considered a public good. 
As such, governments should focus on collecting and providing information 
that is useful for entire sectors, as opposed to facilitating only firm-specific re-
lationships. In the latter case, the state may just be subsidising the cost of find-
ing new buyers that firms may have found anyway on their own. To be effi-
cient, government intervention should be focused on solving coordination fail-
ures (such as marketing an entire industry’s products abroad) or building tools 
with large economies of scale (such as listing all available exporters on a web 
platform). While there is a large body of evidence on the existence of search 
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frictions (Allen 2014, Startz 2017, Jensen and Miller 2018), research on how 
these frictions can be addressed in practice is scarce. 

A second important market failure could be collective reputation. Foreign 
buyers, unable to assess the quality of potential exporters’ products, are likely to 
rely on signals from the rest of the industry or country to decide whether they 
want to import goods from a particular firm. In turn, high-quality exporters may 
have difficulty reaching export markets (Macchiavello 2010, Bai et al. 2017). To 
increase trust, governments can promote reputation mechanisms that reliably rate 
sellers and buyers, such as international certifications. On this issue, too, evidence 
is lacking. 

Credit constraints could also play a prominent role in preventing firms 
from exporting. As discussed in Section 3.a.3, estimates of the fixed cost of en-
tering foreign markets are quite high, and firms may not have the resources nec-
essary to pay that cost. Improving access to trade credit or directly subsidizing 
the costs of export business plans are potential solutions. Cadot et al. (2015) es-
timate the effect of FAMEX, an export-matching grant programme in Tunisia. 
While the impact on exports is strong in the short run, it fades out after 3 years. 
Yet, the additional corporate tax revenue generated from the programme covers 
its cost, suggesting that such interventions could be cost efficient.

Perhaps because so many developing countries already conduct ex-
port-promotion activities in some form, a promising research strategy could 
be to initiate collaborations with these export agencies and randomise export 
promotion interventions. This would potentially allow researchers to quanti-
fy the size of different externalities while measuring the cost efficiency of var-
ious policies at the same time. Interactions between researchers and tax ad-
ministrations in developing countries over the past decade have led to signif-
icant progress in this literature, and we believe there is a similar potential for 
export promotion.

Next steps and research priorities

	—What externalities or market failures legitimate export promotion programmes? 

How large are these externalities?

	—What type of interventions are effective and cost efficient in addressing these 

market failures?



61EVIDENCE PAPER / FIRMS

D Trade and inequality
Over the past few years, trade has been at the centre 
of the inequality debate. While globalisation was fol-
lowed by significant growth for many countries around 
the world, it has left a number of people behind. Lakner 
and Milanovic (2015)’s “elephant curve” showed that 
the middle class in developing countries and the poor-
est in developed countries experienced less growth than 
the average. The recent rise in protectionist views gen-
erated by shrinking industries in high-income countries 
raises the threat that if the trade gains are not sufficient-
ly shared across the population, they may slow to a halt 
in the future. 

We first discuss the issue of inclusive export-led 
growth. How can the gains from trade be more wide-
ly shared? We then turn to mitigating adjustments from 
trade shocks. In the short run, certain groups of firms 
or individuals may be particularly affected by liberalisa-
tion reforms, variations in world prices, or trade policies 
implemented by other countries. In general, the agenda 
for this section aims at better understanding who ben-
efits and who loses from trade. If we can learn more 
about this, it may be possible to determine which poli-
cies should be enacted to make growth more inclusive.

1. Inclusive export-led growth
Export-led growth has lifted many people out of poverty, especially in China. 
Thus, many policymakers nowadays believe that trade openness is a relia-
ble poverty-reduction strategy. The intuition for that presumption is simple. 
Standard trade models predict that when opening to trade, developing coun-
tries—who tend to have a relatively more abundant unskilled labour supply—
should see higher employment opportunities and an increase in earnings for 
the poorest.

However, several papers have documented that the trade liberalisation 
episodes that took place in the 1990s in many low- and middle-income coun-
tries were typically followed by a relative increase in the wages of the most 
educated (see Goldberg and Pavnik 2007 and Pavnik 2012 and Figure 4 be-
low showing the increase in inequality in Mexico at a time where exports 
boomed). These patterns were rationalised by the subsequent observation that 
reaching export markets typically requires technological upgrading (Bustos 
2011) or quality upgrading (Verhoogen 2008), all of which require that firms 
use skilled workers more intensively (Brambilla, Lederman, and Porto 2012). 

The effect of trade on wages also varies across firms. Trade openness in-
creases competition and makes the least productive firms die or shirk (Melitz 
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2003). Supporting this hypothesis, Menezes-Filho and Muendler (2011) doc-
ument large employment declines in the least productive firms in response to 
trade liberalisation in Brazil in the 1990s. Amiti and Davis (2012) show that 
Indonesia’s tariff cuts in the 1990s reduced wages in firms competing with im-
ports while increasing wages among exporters. A large literature has shown 
that firm fixed effects account for a large part of the variation in wages ob-
served within industries (Card et al. 2013, Song et al. 2016, Barth et al. 2018, 
Alvarez et al. 2018). Depending on the firm they join, workers can earn signif-
icantly different wages. Helpman et al. (2016) find that most of the wage in-
equality generated by trade shocks in Brazil comes from changes in the wage 
gap between workers with similar characteristics, in the same industry, but 
employed in different firms.

Figure 4: Increase in inequality over time in Mexico (Source: Verhoogen, 2008)

Trade impacts welfare through more than just employment and wages. 
By increasing competition and allowing consumers to buy goods from cheaper 
countries, trade also reduces prices and increases product variety. While these 
effects are clear, evidence on the distributional impact of trade openness on 
consumer welfare is rare. Fagjelbaum and Khandelwal (2016) argue that the 
poor in the US benefit more from trade, as they spend more on imported goods 
relative to their income. By contrast, using consumer expenditure survey data 
from the US, Borusyak and Jaravel (2018) find that the expenditure distribu-
tional effect of the gains from trade is neutral. These effects may be slightly dif-
ferent in developing countries, where the poor rely heavily on crops that may 
not be traded on international markets.
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In a recent paper, Artuc et al. (2019) measure 
the overall effect—from employment to consumption—
of trade policy in developing countries. They investi-
gate both the welfare gains and distributional impact 
of trade across 54 developing countries. While trade 
openness creates an income-inequality trade-off, impos-
ing structure on the social welfare function associated 
with inequality, they conclude that the majority of de-
veloping countries would still be better off by reducing 
protectionism.

Finally, trade liberalisation can also impact the 
structure of the economy in the long term. Evidence thus 
far points to trade openness having some adverse effect 
on education. Edmonds et al. (2010) show that in dis-
tricts in India that were the most exposed to increased 
competition from trade liberalisation, parents took their 
children out of school to cope with the increase in pov-
erty. When trade positively affects the local economy, it 
also increases the opportunity cost of schooling, as new employment oppor-
tunities arise. Atkin (2016) finds that although the returns to education are 
high, when export-oriented factories open in Mexico, local high-school drop-
outs increase. 

In sum, the literature on the inclusivity of trade liberalisation strate-
gies is already substantial. However, we see three new important avenues for 
research on this issue. First, as trade does not start at the border, trade poli-
cy does not only impact firms that directly engage in exporting and importing 
activities; rather, the entire upstream and downstream value chains are like-
ly to be involved. However, there is limited evidence on how trade policy im-
pacts value chains. 

Second, the issue of compensation for individuals that are negative-
ly affected by trade deserves more attention. This compensation is typically 
done through social protection programmes and tax policy, which create dis-
tortions. Striking the right balance between sharing the gains from trade more 
equally and the loss in efficiency from higher taxes is challenging. Antras et 
al. (2017) explore this issue theoretically in the US, but to our knowledge, no 
study dealing with this issue exists for low-income countries.

Third, unionisation and other labour market policies such as the min-
imum wage are becoming more common in developing countries as well. Yet, 
little is known on how they alter the distributional impact of trade openness. 
More evidence on the consequences this has for the distributional impact of 
trade policy is needed. Unionisation per se is typically not a government pol-
icy but the state can create an enabling environment that favours trade union 
membership.
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As a final point, the spatial distributional impact of trade integration is 
also a first-order issue for many developing countries. Regional economic in-
tegration has increased substantially in sub-Saharan Africa and in Asia over 
the past decade. Yet, when multiple countries sign a trade deal, little is known 
about which of them benefit from it. How do common market agreements im-
pact the reallocation of factors of production across countries? As transfers 
across countries are rare, the winners of trade deals do not necessarily com-
pensate the losers.

Next steps and research priorities

	—Investigate the impact of trade policy and trade liberalisation on consumer welfare 

in developing countries.

	—Which firms (in the value chain) are the most impacted by trade policy?

	—How can the gains from trade be more equally shared? How can redistribution be 

done efficiently?

	—What is the spatial distributional impact of regional trade integration?

2. Mitigating adjustment effects of trade shocks
While ensuring that export-led growth is inclusive in the long run is a first 
order priority, developing countries are also exposed to various trade-relat-
ed shocks that they have to bear in the short run. These can take the form of 
prices of internationally traded commodities being subject to high volatility or 
a change in the policy of an important trade partner. The dynamic transition 
from a relatively closed to a more open economy is also of importance. A num-
ber of frictions can make trade shocks more costly or delay the time until the 
gains from trade openness are fully grasped.

Evidence for the slow adjustment of developing countries’ economy in re-
sponse to trade shocks is growing. This be explained in part by their lack of labour 
mobility (see Pavnik 2017 for a recent review). Artuc et al. (2010) document signif-
icant switching costs for workers in the US. Similarly, in Brazil, as discussed above, 
Dix-Caneiro (2014) estimates meaningful costs of mobility between 1.4 and 2.7 
times average annual wages. Worker mobility can take the form of changes in sec-
toral occupation as well as spatial movement. A number of papers have also shown 
that workers do not necessarily move to regions where employment opportunities 
emerge following trade shocks (Chiquiar 2008, Topalova 2010, Kovak 2013, Dix-
Carneiro and Kovak 2017). This particularly applies for low-skilled workers, who 
face relatively higher migration costs relative to earnings (Notowidigdo 2019). 
Finally, Artuc and McLaren (2015) have shown that in the US, a worker’s occupa-
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tion is as important as their industry of employment. In low-income countries, un-
derstanding which type of mobility—sectoral, spatial, or occupational—is respon-
sible for the slow adjustment to trade shocks remains a relevant area of research. 
Do these barriers disproportionately affect low-skilled workers? Equally impor-
tant is the need to design policies that can smooth the response to trade adjust-
ments so labour markets can rapidly grasp the benefits from positive shocks and 
be more resilient to negative ones. It seems likely that high transport costs (Morten 
and Oliveira 2019), scarce opportunities for later-life job training, or the reliance 
on informal safety nets (Munshi and Rosenzweig 2016) all contribute to making 
labour mobility more costly in low-income countries (Artuc et al. 2015). But we 
have much to learn about the details.

Another channel through which trade shocks prop-
agate is through production networks. As discussed in the 
previous section, a small fraction of a country’s firms ex-
port, but the number of companies involved in business re-
lationships with exporters is very large. The recent open-
ing of VAT data to researchers allowed to document the 
structure of production networks and how shocks spread 
through these networks. Yet, most of the research on 
this issue focuses on high-income countries (see Bernard 
and Moxnes 2018 for a recent review). In a recent pa-
per, Huneeus (2019) shows that firm-to-firm relationships 
do not react strongly to firm-specific international trade 
shocks but are far more responsive to aggregate shocks.

Finally, the political economy of trade policy is likely to be important for 
both the impact of international trade on inequality and how an economy responds 
to trade shocks (Rodrik 1995, Gawande and Krishna 2003). Interest groups may 
lobby the government to influence trade policy toward an allocation that benefits 
them rather than the majority of people in the economy. Data on lobbying efforts, 
the composition of company boards, and measures of connections to politicians in 
power are all the more difficult to get in a developing country context, but the in-
creased focus on transparency imposed by donors may allow this literature to make 
significant progress in the years to come. In fragile states, lobbying can take a more 
radical form. For example, Naidu et al. (2017) show private sector elites supported 
a military coup in Haiti to put an end to the previous government, which was con-
sidering removing the licensing scheme for imports that provided them rents.

Research on how the gains from trade are distributed across firms and sub-
groups in the population would also shed light on why policymakers make specific 
trade policy choices that may not be favourable from an efficiency standpoint but 
are the result of an equity constraint. 

Understanding 
the selection into 
entrepreneurship 
and the dynamics of 
firm growth are also 
important aspects 
of how markets 
function. 
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Next steps and research priorities

	—What factors are responsible for the slow adjustment to trade shocks? For whom 

are these barriers the strongest?

	—What policies can speed up the adjustment to trade shocks?

	—Investigate the importance of lobbying and the political economy in shaping trade 

policy in developing countries. 
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Conclusion

There is a pressing need for productivity growth in low-income countries as 
it provides the only sustainable pathway out of poverty. While a number of 
countries have experienced high growth rates over the past few decades, allowing 
them to catch up, productivity remains low for most developing countries, 
particularly in sub-Saharan Africa and South Asia. Understanding what holds 
firms back is a necessary step to making progress and guiding effective policies 
to support productivity growth. In this paper, we have discussed the existing 
evidence on the distortions that curb productivity growth at different levels, 
from individual firms to an economy’s integration in global markets.

We end this paper by highlighting broad areas for future research that 
run through the sections presented above. The first is the need to deepen our 
understanding of how markets function and the consequences that has for firms. 
The focus on markets must be broader than firm-to-consumer relationships; 
firm-to-firm relationships and value chains are also central. Well-functioning 
markets provide high-powered incentives for both existing firms and potential 
entrants, facilitating a robust Schumpeterian selection process that allows 
dynamic entrants to induce innovation and slower-moving incumbents to exit. 
Understanding the selection into entrepreneurship and the dynamics of firm 
growth are also important aspects of how markets function. 

The second general theme that emerges is the need to measure the size of 
externalities and market failures and identify where—in which sectors and for 
which firms—they are most important. Externalities and market failures come 
in various forms, from standard production externalities and agglomeration 
effects to contractual frictions and external learning through business 
relationships. We believe this is a first-order issue for policy design, as any 
government intervention whose intent goes beyond redistribution must draw 
its legitimacy principally from the existence of market failures and externalities.

The final cross-cutting issue is the need to evaluate the effectiveness 
and cost efficiency of various policies that aim to increase productivity. A 
given distortion can in general be addressed through a variety of potential 
interventions, yet little is known about which will have significant impact and 
which are cost efficient.



68EVIDENCE PAPER / FIRMS

References
Abebe, G., Caria, S., Fafchamps, M., Falco, 

P., Franklin, S., Quinn, S., & Shilpi, F. (2017). 

Job fairs: matching firms and workers in a field 

experiment in Ethiopia. The World Bank.

Abebe, G., Caria, S., & Ortiz-Ospina, E. (2019). 

The selection of talent:  Experimental and 

Structural Evidence from Ethiopia. American 

Economic Review, 111 (6): 1757-1806.

Abeberese, A. B. (2017). Electricity cost and firm 

performance: Evidence from India. Review of 

Economics and Statistics, 99(5), 839-852. 

Abeberese, A. B., Ackah, C., & Asuming, P. 

(2019). Productivity losses and firm responses to 

electricity shortages: Evidence from Ghana. The 

World Bank Economic Review, lhz027.

Adamopoulos, T., & Restuccia, D. (2019). Land 

reform and productivity: A quantitative analysis 

with micro data (No. w25780). National Bureau 

of Economic Research.

Adhvaryu, A., Kala, N., & Nyshadham, A. (2018). 

The skills to pay the bills: Returns to on-the-job 

soft skills training (No. w24313) National Bureau 

of Economic Research

Aghion, P., Cai, J., Deration, M., Du, L., Harrison, 

A., & Legros, P. (2015). Industrial policy and 

competition. American Economic Journal: 

Macroeconomics, 7(4), 1-32.

Ahn, J., Khandelwal, A. K., & Wei, S. J. (2011). 

The role of intermediaries in facilitating trade. 

Journal of International Economics, 84(1), 73-85.

Aitken, B. J., & Harrison, A. E. (1999). Do 

domestic firms benefit from direct foreign 

investment? Evidence from Venezuela. American 

Economic Review, 89(3), 605-618.

Ali, A., & Rahut, D. B. (2013). Impact of 

agricultural extension services on technology 

adoption and crops yield: Empirical evidence 

from Pakistan. Asian Journal of Agriculture and 

Rural Development, 3(393-2016-23855), 801-812.

Alfaro-Urena, A., Manelici, I., & Vasquez, J. P. 

(2020). The Effects of Joining Multinational 

Supply Chains: New Evidence from Firm-to-Firm 

Linkages. Available at SSRN 3376129

Alfonsi, L., Bandiera, O., Bassi, V., Burgess, 

R., Rasul, I., Sulaiman, M., & Vitali, A. (2020). 

Tackling youth unemployment: Evidence 

from a labour market experiment in Uganda. 

Econometrica, 88(6), 2369-2414

Allcott, H., Collard-Wexler, A., & O’Connell, 

S. D. (2016). How do electricity shortages 

affect industry? Evidence from India. American 

Economic Review, 106(3), 587-624.

Allen, T. (2014). Information frictions in trade. 

Econometrica, 82(6), 2041-2083.

Allen, T., & Atkin, D. (2016). Volatility and the 

Gains from Trade (No. w22276). NBER

Alvarez, J., Benguria, F., Engbom, N., & Moser, 

C. (2018). Firms and the decline in earnings 

inequality in Brazil. American Economic Journal: 

Macroeconomics, 10(1), 149-89.



69EVIDENCE PAPER / FIRMS

Amiti, M., & Davis, D. R. (2011). Trade, firms, 

and wages: Theory and evidence. The Review of 

Economic Studies, 79(1), 1-36.

Amiti, M., & Konings, J. (2007). Trade 

liberalization, intermediate inputs, and 

productivity: Evidence from Indonesia. American 

Economic Review, 97(5), 1611-1638.

Amsden, A. H. (1989). South Korea and late 

industrialization. New York.

Anderson, S. J., Chandy, R., & Zia, B. (2018). 

Pathways to profits: The impact of marketing 

vs. Finance Skills on Business Performance. 

Management Science, 64(12), 5559-5583.

Anderson-Macdonald, S., Chandy, R., & Zia, B. 

(2014). The impact of marketing (versus finance) 

skills on firm performance: Evidence from a 

randomized controlled trial in South Africa. 

Working paper

Angelucci, M., Karlan, D., & Zinman, J. 

(2015). Microcredit impacts: Evidence from a 

randomized microcredit program placement 

experiment by Compartamos Banco. American 

Economic Journal: Applied Economics, 7(1), 

151-82.

Antras, P., Fort, T. C., & Tintelnot, F. (2017). The 

margins of global sourcing: Theory and evidence 

from us firms. American Economic Review, 

107(9), 2514-64.

Arndt, C., Jensen, H. T., Robinson, S., & Tarp, 

F. (2000). Marketing margins and agricultural 

technology in Mozambique. The Journal of 

Development Studies, 37(1), 121-137.

Artuç, E., Chaudhuri, S., & McLaren, J. (2010). 

Trade shocks and labour adjustment: A structural 

empirical approach. American Economic Review, 

100(3), 1008-45

Artuç, E., & McLaren, J. (2015). Trade policy 

and wage inequality: A structural analysis with 

occupational and sectoral mobility. Journal of 

International Economics, 97(2), 278-294..

Artuç, E., Rijkers, B., & Porto, G. (2019). Trading 

off the Income Gains and the Inequality Costs of 

Trade Policy.

Arráiz, I., Henríquez, F., & Stucchi, R. (2013). 

Supplier development programmes and firm 

performance: evidence from Chile. Small 

Business Economics, 41(1), 277-293.

Arráiz, I., Meléndez, M., & Stucchi, R. (2014). 

Partial credit guarantees and firm performance: 

evidence from Colombia. Small Business 

Economics, 43(3), 711-724.

Atkin, D., Chaudhry, A., Chaudhry, S., 

Khandelwal, A. K., & Verhoogen, E. (2015). 

Markup and cost dispersion across firms: Direct 

evidence from producer surveys in Pakistan. 

American Economic Review P&P, 105(5), 537-44.

Atkin, D., Chaudhry, A., Chaudry, S., Khandelwal, 

A. K., & Verhoogen, E. (2017). Organizational 

barriers to technology adoption: Evidence from 

soccer-ball producers in Pakistan. The Quarterly 

Journal of Economics, 132(3), 1101-1164.

Atkin, D., & Donaldson, D. (2015). Who’s getting 

globalized? The size and implications of intra-

national trade costs (No. w21439). National 

Bureau of Economic Research.

Atkin, D. (2016). Endogenous skill acquisition 

and export manufacturing in Mexico. American 

Economic Review, 106(8), 2046-85.

Atkin, D., Khandelwal, A. K., & Osman, A. (2017). 

Exporting and firm performance: Evidence from a 

randomized experiment. The Quarterly Journal of 

Economics, 132(2), 551-615.



70EVIDENCE PAPER / FIRMS

Atkin, D., Khandelwal, A. K., & Osman, A. (2019). 

Measuring Productivity: Lessons from Tailored 

Surveys and Productivity Benchmarking. In AEA 

Papers and Proceedings (Vol. 109, pp. 444-49).

Attanasio, O., Kugler, A., & Meghir, C. 

(2011). Subsidizing vocational training for 

disadvantaged youth in Colombia: evidence 

from a randomized trial. American Economic 

Journal: Applied Economics, 3(3), 188-220.

Baccini, L., Impullitti, G., & Malesky, E. J. (2019). 

Globalization and state capitalism: Assessing 

Vietnam’s accession to the WTO. Journal of 

International Economics, 119, 75-92.

Bai, J. (2016). Melons as Lemons: Asymmetric 

Information, Consumer Learning and Seller 

Reputation (No. 00540). The Field Experiments 

Website.

Bai, J., Gazze, L., & Wang, Y. (2018). Collective 

reputation in trade: Evidence from the Chinese 

dairy industry. Mimeo, Harvard University.

Bai, X., Krishna, K., & Ma, H. (2017). How you 

export matters: Export mode, learning and 

productivity in China. Journal of International 

Economics, 104, 122-137.

Bandiera, O., Barankay, I., & Rasul, I. (2008). 

Social capital in the workplace: Evidence 

on its formation and consequences. Labour 

Economics, 15(4), 724-748.

Bandiera, O., Callen, M, Casey, K, La Ferrara, E., 

Landais, C., Teachout, M. (2019). The State and 

Economic Governance, IGC Evidence Paper.

Banerjee, A. V., & Duflo, E. (2005). Growth theory 

through the lens of development economics. 

Handbook of economic growth, 1, 473-552.

Banerjee, A. V., & Duflo, E. (2014). Do firms want 

to borrow more? Testing credit constraints using 

a directed lending program. Review of Economic 

Studies, 81(2), 572-607.

Banerjee, A., Duflo, E., Glennerster, R., & 

Kinnan, C. (2015). The miracle of microfinance? 

Evidence from a randomized evaluation. 

American Economic Journal: Applied Economics, 

7(1), 22-53.

Banerjee, A., Hanna, R., Kyle, J., Olken, B. A., 

& Sumarto, S. (2019). Private Outsourcing and 

Competition: Subsidised Food Distribution in 

Indonesia. Journal of Political Economy, 127(1), 

101-137.

Banerjee, A., & Munshi, K. (2004). How efficiently 

is capital allocated? Evidence from the knitted 

garment industry in Tirupur. The Review of 

Economic Studies, 71(1), 19-42.

Bardhan, P., Mookherjee, D., & Tsumagari, M. 

(2013). Middlemen margins and globalization. 

American Economic Journal: Microeconomics, 

5(4), 81-119.

Bartelme, D. G., Costinot, A., Donaldson, D., 

& Rodríguez-Clare, A. (2019). The Textbook 

Case for Industrial Policy: Theory Meets Data 

(No. w26193). National Bureau of Economic 

Research.

Bartelsman, E., Haltiwanger, J., & Scarpetta, 

S. (2013). Cross-country differences in 

productivity: The role of allocation and selection. 

American Economic Review, 103(1), 305-34.

Barth, M. E., Gomez-Biscarri, J., Kasznik, R., & 

López-Espinosa, G. (2017). Bank earnings and 

regulatory capital management using available 

for sale securities. Review of Accounting 

Studies, 22(4), 1761-1792.



71EVIDENCE PAPER / FIRMS

Barwick, P. J., Kalouptsidi, M., & Zahur, N. B. 

(2019). China’s Industrial Policy: an Empirical 

Evaluation (No. w26075). National Bureau of 

Economic Research.

Bas, M., & Paunov, C. (2019). What gains and 

distributional implications result from trade 

liberalization? Working paper.

Bassi, V., & Nansamba, A. (2019). Screening and 

Signaling Non-Cognitive Skills: Experimental 

Evidence from Uganda. Available at SSRN 

268523

Beam, E. A. (2016). Do job fairs matter? 

Experimental evidence on the impact of job-fair 

attendance. Journal of Development Economics, 

120, 32-40.

Beaman, L., Karlan, D., Thuysbaert, B., & Udry, 

C. (2014). Self-selection into credit markets: 

Evidence from agriculture in mali (No. w20387). 

National Bureau of Economic Research.

Beason, R., & Weinstein, D. E. (1996). Growth, 

economies of scale, and targeting in Japan 

(1955-1990). Review of economics and statistics, 

78(2), 286-295.

Bergquist, L. F. (2017). Pass-through, 

Competition, and Entry in Agricultural Markets: 

Experimental Evidence from Kenya. UC Berkeley 

Mimeograph.

Bernard, A. B., & Moxnes, A. (2018). Networks 

and trade. Annual Review of Economics, 10, 

65-85.

Bernstein, S., Colonnelli, E., Malacrino, D., & 

McQuade, T. (2018). Who Creates New Firms 

When Local Opportunities Arise? (No. w25112). 

National Bureau of Economic Research.

Blattman, C., & Dercon, S. (2018). The impacts 

of industrial and entrepreneurial work on income 

and health: Experimental evidence from Ethiopia. 

American Economic Journal: Applied Economics, 

10(3), 1-38.

Blattman, C., Franklin, S. & Dercon, S., 

(2019) The long term impacts of grants on 

poverty: 9-year evidence from Uganda’s Youth 

Opportunities Program. Working paper

Beaman, L., Karlan, D., Thuysbaert, B., & Udry, 

C. (2013). Profitability of fertiliser: Experimental 

evidence from female rice farmers in Mali. 

American Economic Review, 103(3), 381-86.

Beaman, L., BenYishay, A., Magruder, J., & 

Mobarak, A. M. (2018). Can network theory-

based targeting increase technology adoption? 

(No. w24912). National Bureau of Economic 

Research.

Beck, T., Pamuk, H., Ramrattan, R., & Uras, 

B. R. (2018). Payment instruments, finance 

and development. Journal of Development 

Economics, 133, 162-186.

Berge, L. I. O., Bjorvatn, K., & Tungodden, 

B. (2014). Human and financial capital for 

microenterprise development: Evidence from a 

field and lab experiment. Management Science, 

61(4), 707-722.

Berge, L. I. O., Bjorvatn, K., Pires, A. J. G., & 

Tungodden, B. (2015). Competitive in the lab, 

successful in the field?. Journal of Economic 

Behavior & Organization, 118, 303-317.

Bernhofen, D. M., El-Sahli, Z., & Kneller, 

R. (2016). Estimating the effects of the 

container revolution on world trade. Journal of 

International Economics, 98, 36-50.



72EVIDENCE PAPER / FIRMS

Bergquist, L. F. (2017). Efficiency, Competition, 

and Welfare in African Agricultural Markets 

(Doctoral dissertation, UC Berkeley).

Betcherman, G., Dar, A., & Olivas, K. (2004). 

Impacts of active labour market programmes: 

New evidence from evaluations with particular 

attention to developing and transition countries.

Blalock, G., & Gertler, P. J. (2004). Learning from 

exporting revisited in a less developed setting. 

Journal of Development Economics, 75(2), 397-

416.

Blomström, M., & Persson, H. (1983). Foreign 

investment and spillover efficiency in an 

underdeveloped economy: evidence from 

the Mexican manufacturing industry. World 

Development, 11(6), 493-501.

Bloom, N., Eifert, B., Mahajan, A., McKenzie, D., 

& Roberts, J. (2013). Does management matter? 

Evidence from India. The Quarterly Journal of 

Economics, 128(1), 1-51.

Bloom, N., Genakos, C., Sadun, R., & Van 

Reenen, J. (2012). Management practices across 

firms and countries. Academy of Management 

Perspectives, 26(1), 12-33.

Bloom, N., Lemos, R., Sadun, R., Scur, D., & Van 

Reenen, J. (2014). JEEA-FBBVA Lecture 2013: 

The new empirical economics of management. 

Journal of the European Economic Association, 

12(4), 835-876.

Bloom, N., Mahajan, A., McKenzie, D., & 

Roberts, J. (2018). Do management interventions 

last? Evidence from India. The World Bank.

Bloom, N., Sadun, R., & Van Reenen, J. (2016). 

Management as a Technology? (No. w22327). 

National Bureau of Economic Research.

Bloom, N., & Van Reenen, J. (2007). Measuring 

and explaining management practices across 

firms and countries. The quarterly journal of 

Economics, 122(4), 1351-1408.

Bloom, N., & Van Reenen, J. (2010). Why do 

management practices differ across firms and 

countries?. Journal of Economic Perspectives, 

24(1), 203-24.

Blomström, M., & Persson, H. (1983). Foreign 

investment and spillover efficiency in an 

underdeveloped economy: evidence from 

the Mexican manufacturing industry. World 

development, 11(6), 493-501.

Borusyak, K., & Jaravel, X. (2018). The 

Distributional Effects of Trade: Theory and 

Evidence from the United States. Working paper

Brambilla, I., Lederman, D., & Porto, G. (2012). 

Exports, export destinations, and skills. American 

Economic Review, 102(7), 3406-38.

Brandt, L., Van Biesebroeck, J., Wang, L., 

& Zhang, Y. (2017). WTO accession and 

performance of Chinese manufacturing firms. 

American Economic Review, 107(9), 2784-2820.

Broda, C., Limao, N., & Weinstein, D. E. (2008). 

Optimal tariffs and market power: the evidence. 

American Economic Review, 98(5), 2032-65.

Brooks, W., & Donovan, K. (2017). Eliminating 

Uncertainty in Market Access: The Impact 

of New Bridges in Rural Nicaragua. In 

Understanding Productivity Growth in 

Agriculture. University of Chicago Press.

Brooks, W., Donovan, K., & Johnson, T. R. (2018). 

Mentors or teachers? Microenterprise training 

in Kenya. American Economic Journal: Applied 

Economics, 10(4), 196-221.



73EVIDENCE PAPER / FIRMS

Brooks, L., Gendron-Carrier, N., & Rua, G. 

(2018). The Local Impact of Containerization. 

Working paper

Bruhn, M., Karlan, D., & Schoar, A. (2018). 

The impact of consulting services on small 

and medium enterprises: Evidence from a 

randomized trial in mexico. Journal of Political 

Economy, 126(2), 635-687.

Broda, C., Limao, N., & Weinstein, D. E. (2008). 

Optimal tariffs and market power: the evidence. 

American Economic Review, 98(5), 2032-65.

Bryan, G., & Morten, M. (2019). The aggregate 

productivity effects of internal migration: 

Evidence from Indonesia. Journal of Political 

Economy, 127(5), 000-000.

Buera, F. J., Kaboski, J. P., & Shin, Y. (2011). 

Finance and development: A tale of two sectors. 

American Economic Review, 101(5), 1964-2002.

Busso, M., & Galiani, S. (2019). The causal effect 

of competition on prices and quality: Evidence 

from a field experiment. American Economic 

Journal: Applied Economics, 11(1), 33-56.

Busso, M., Madrigal, L., & Pagés, C. (2013). 

Productivity and resource misallocation in Latin 

America1. The BE Journal of Macroeconomics, 

13(1), 903-932.

Bustos, P. (2011). Trade liberalization, exports, 

and technology upgrading: Evidence on the 

impact of MERCOSUR on Argentinian firms. 

American Economic Review, 101(1), 304-40.

Bustos, P., Caprettini, B., & Ponticelli, J. 

(2016). Agricultural productivity and structural 

transformation: Evidence from Brazil. American 

Economic Review, 106(6), 1320-65.

Bustos, P., Vincenzi, J. M. C., Monras, J., & 

Ponticelli, J. (2019). Structural Transformation, 

Industrial Specialization, and Endogenous 

Growth. National Bureau of Economic Research. 

(No. w25871).

Cadot, O., Fernandes, A. M., Gourdon, J., & 

Mattoo, A. (2012). Are the benefits of export 

support durable? Evidence from Tunisia. The 

World Bank.

Cagé, J., & Gadenne, L. (2018). Tax revenues 

and the fiscal cost of trade liberalization, 1792–

2006. Explorations in Economic History, 70, 1-24.

Cai, J., & Szeidl, A. (2017). Interfirm relationships 

and business performance. The Quarterly journal 

of economics, 133(3), 1229-1282.

Cajal-Grossi, J., Macchiavello, R., & Noguera, 

G. (2019). International buyers’ sourcing and 

suppliers’ markups in Bangladeshi garments. 

Working paper

Campante, F., & Yanagizawa-Drott, D. (2017). 

Long-range growth: economic development in 

the global network of air links. The Quarterly 

Journal of Economics, 133(3), 1395-1458.

Campos, F., Frese, M., Goldstein, M., Iacovone, 

L., Johnson, H. C., McKenzie, D., & Mensmann, 

M. (2017). Teaching personal initiative beats 

traditional training in boosting small business in 

West Africa. Science, 357(6357), 1287-1290.

Card, D., Devicienti, F., & Maida, A. (2013). 

Rent-sharing, holdup, and wages: Evidence 

from matched panel data. Review of Economic 

Studies, 81(1), 84-111.

Card, D., Ibarrarán, P., Regalia, F., Rosas-Shady, 

D., & Soares, Y. (2011). The labour market 

impacts of youth training in the Dominican 

Republic. Journal of Labour Economics, 29(2), 

267-300.



74EVIDENCE PAPER / FIRMS

Carter, M. R. (2012). Designed for development: 

Next generation approaches to index insurance 

for smallholder farmers. ILO/MunichRe 

Microinsurance Compendium, 2, 238-272.

Casaburi, L., Glennerster, R., & Suri, T. (2013). 

Rural roads and intermediated trade: Regression 

discontinuity evidence from Sierra Leone. 

Available at SSRN 2161643.

Caselli, F. (2005). Accounting for cross-country 

income differences. Handbook of economic 

growth, 1, 679-741.

Chalendard, C., Raballand, G., & Rakotoarisoa, 

A. (2019). The use of detailed statistical data 

in customs reforms: The case of Madagascar. 

Development Policy Review, 37(4), 546-563.

Chen, C., Restuccia, D., & Santaeulàlia-Llopis, 

R. (2017). The effects of land markets on 

resource allocation and agricultural productivity 

(No. w24034). National Bureau of Economic 

Research.

Chiquiar, D. (2008). Globalization, regional 

wage differentials and the Stolper–Samuelson 

Theorem: Evidence from Mexico. Journal of 

International Economics, 74(1), 70-93.

Clemens, M. A., & Williamson, J. G. (2001). A 

tariff-growth paradox? Protection’s impact the 

world around 1875-1997 (No. w8459). National 

bureau of economic research.

Clerides, S. K., Lach, S., & Tybout, J. R. (1998). 

Is learning by exporting important? Micro-

dynamic evidence from Colombia, Mexico, and 

Morocco. The Quarterly Journal of Economics, 

113(3), 903-947.

Comin, D., & Hobijn, B. (2010). An exploration 

of technology diffusion. American Economic 

Review, 100(5), 2031-59.

Conley, T. G., & Udry, C. R. (2010). Learning 

about a new technology: Pineapple in Ghana. 

American Economic Review, 100(1), 35-69.

Coşar, A. K., & Demir, B. (2016). Domestic road 

infrastructure and international trade: Evidence 

from Turkey. Journal of Development Economics, 

118, 232-244.

Coşar, A. K., & Demir, B. (2018). Shipping inside 

the box: Containerization and trade. Journal of 

International Economics, 114, 331-345.

Couture, V., Faber, B., Gu, Y., & Liu, L. (2018). 

E-commerce integration and economic 

development: evidence from China (No. 

w24384). National Bureau of Economic 

Research.

Crépon, B., Devoto, F., Duflo, E., & Parienté, 

W. (2015). Estimating the impact of microcredit 

on those who take it up: Evidence from a 

randomized experiment in Morocco. American 

Economic Journal: Applied Economics, 7(1), 

123-50.

Crouzet, N., Gupta, A., & Mezzanotti, F. (2019). 

Shocks and Technology Adoption: Evidence 

from Electronic Payment Systems. Working 

paper, Northwestern University.

Cunguara, B., & Moder, K. (2011). Is agricultural 

extension helping the poor? Evidence from rural 

Mozambique. Journal of African Economies, 

20(4), 562-595.

Cunha, M., Osório, C., António, M., & Ribeiro, R. 

(2018). Endogenous product design and quality 

with rationally inattentive consumers. Working 

paper

Dalton, P. S., Pamul, H., Ramrattan, R., van 

Soest, D., Uras, B. (2019). Transparency and 

Financial Inclusion: Experimental Evidence from 

Mobile Money, Working paper



75EVIDENCE PAPER / FIRMS

Das, S., Krishna, K., Lychagin, S., & 

Somanathan, R. (2013). Back on the rails: 

competition and productivity in state-owned 

industry. American Economic Journal: Applied 

Economics, 5(1), 136-62.

Das, S., Roberts, M. J., & Tybout, J. R. (2007). 

Market entry costs, producer heterogeneity, and 

export dynamics. Econometrica, 75(3), 837-873.

De Loecker, J. (2007). Do exports generate 

higher productivity? Evidence from Slovenia. 

Journal of International Economics, 73(1), 69-98.

De Loecker, J. (2013). Detecting learning 

by exporting. American Economic Journal: 

Microeconomics, 5(3), 1-21.

De Loecker, J., Goldberg, P. K., Khandelwal, A. 

K., & Pavcnik, N. (2016). Prices, markups, and 

trade reform. Econometrica, 84(2), 445-510.

De Mel, S., McKenzie, D., & Woodruff, C. 

(2008). Returns to capital in microenterprises: 

evidence from a field experiment. The Quarterly 

Journal of Economics, 123(4), 1329-1372.

De Mel, S., McKenzie, D., & Woodruff, C. 

(2009). Are women more credit constrained? 

Experimental evidence on gender and 

microenterprise returns. American Economic 

Journal: Applied Economics, 1(3), 1-32.

De Mel, S., McKenzie, D., & Woodruff, C. 

(2012). One-time transfers of cash or capital 

have long-lasting effects on microenterprises in 

Sri Lanka. Science, 335(6071), 962-966.

De Mel, S., McKenzie, D., & Woodruff, C. (2016). 

Labour drops: Experimental evidence on the 

return to additional labour in microenterprises. 

The World Bank.

De Mel, S., Callen, M., McIntosh, C., & 

Woodruff, C. (2019). What are the headwaters 

of formal savings? Experimental evidence from 

Sri Lanka. Review of Economic Studies.

De Rochambeau, G. (2017). Monitoring and 

intrinsic motivation: Evidence from Liberia’s 

trucking firms. Working paper

Dercon, S., & Christiaensen, L. (2011). 

Consumption risk, technology adoption and 

poverty traps: Evidence from Ethiopia. Journal of 

Development Economics, 96(2), 159-173.

Demena, B. A., & van Bergeijk, P. A. (2017). A 

meta‐analysis of FDI and productivity spillovers 

in developing countries. Journal of Economic 

Surveys, 31(2), 546-571.

Demir, B., & Javorcik, B. (2019). Trade Policy 

Changes, Tax Evasion and Benford’s Law.

Dhingra, S., & Tenreyro, S. (2017). Piggy-back 

exporting, intermediation, and the distributional 

gains from trade in agricultural markets.

Dinkelman, T. (2011). The effects of rural 

electrification on employment: New evidence 

from South Africa. American Economic Review, 

101(7), 3078-3108.

Dix‐Carneiro, R. (2014). Trade liberalization and 

labour market dynamics. Econometrica, 82(3), 

825-885.

Dix-Carneiro, R., & Kovak, B. K. (2019). Margins 

of labour market adjustment to trade. Journal of 

International Economics, 117, 125-142.

Djankov, S., Freund, C., & Pham, C. S. (2010). 

Trading on time. The Review of Economics and 

Statistics, 92(1), 166-173.



76EVIDENCE PAPER / FIRMS

Dlugosch, T. J., Klinger, B., Frese, M., & Klehe, 

U. C. (2018). Personality‐based selection of 

entrepreneurial borrowers to reduce credit risk: 

Two studies on prediction models in low‐and 

high‐stakes settings in developing countries. 

Journal of Organizational Behavior, 39(5), 612-

628.

Donaldson, D. (2018). Railroads of the Raj: 

Estimating the impact of transportation 

infrastructure. American Economic Review, 

108(4-5), 899-934.

Dragusanu, R., Giovannucci, D., & Nunn, N. 

(2014). The economics of fair trade. Journal of 

economic perspectives, 28(3), 217-36.

Dragusanu, R., & Nunn, N. (2018). The effects 

of Fair Trade certification: evidence from coffee 

producers in Costa Rica (No. w24260). National 

Bureau of Economic Research.

Drexler, A., Fischer, G., & Schoar, A. (2014). 

Keeping it simple: Financial literacy and rules 

of thumb. American Economic Journal: Applied 

Economics, 6(2), 1-31.

Ducruet, C., Juhász, R., Nagy, D. K., & 

Steinwender, C. (2019). All aboard: The 

aggregate effects of port development. Working 

paper.

Duflo, E., & Suri, T. (2010). Diffusion of 

technologies within social networks, evidence 

from a coffee training program in Rwanda. 

International Growth Centre Ref No. F-4001-

RWA-1.

Easterly, W., Reshef, A., & Schwenkenberg, J. 

(2009). The power of exports. The World Bank.

Edmond, C., Midrigan, V., & Xu, D. Y. (2015). 

Competition, markups, and the gains from 

international trade. American Economic Review, 

105(10), 3183-3221.

Eslava, M., Haltiwanger, J. C., & Pinzón, A. 

(2019). Job creation in Colombia vs the US:“up 

or out dynamics” meets “the life cycle of plants” 

. National Bureau of Economic Research. (No. 

w25550).

Evans, P. B., & Tigre, P. B. (1989). Going beyond 

clones in Brazil and Korea: a comparative 

analysis of NIC strategies in the computer 

industry. World Development, 17(11), 1751-1768.

Evans, P. B. (1999). Embedded autonomy: 

States and industrial transformation. Princeton 

University Press.

Fafchamps, M., & Hill, R. V. (2008). Price 

transmission and trader entry in domestic 

commodity markets. Economic Development 

and Cultural Change, 56(4), 729-766.

Fafchamps, M., McKenzie, D., Quinn, S., & 

Woodruff, C. (2014). Microenterprise growth 

and the flypaper effect: Evidence from a 

randomized experiment in Ghana. Journal of 

Development Economics, 106, 211-226.

Fafchamps, M., & Woodruff, C. (2016). 

Identifying gazelles: Expert panels vs. surveys 

as a means to identify firms with rapid growth 

potential. The World Bank.

Fafchamps, M., & Quinn, S. (2017). Aspire. The 

Journal of Development Studies, 53(10), 1615-

1633.

Fafchamps, M., & Quinn, S. (2018). Networks 

and manufacturing firms in africa: Results from 

a randomized field experiment. The World Bank 

Economic Review, 32(3), 656-675.

Fajgelbaum, P. D., & Khandelwal, A. K. (2016). 

Measuring the unequal gains from trade. The 

Quarterly Journal of Economics, 131(3), 1113-

1180.



77EVIDENCE PAPER / FIRMS

Fajgelbaum, P., & Redding, S. (2018). Trade, 

Structural Transformation and Development: 

Evidence from Argentina 1869-1914. NBER 

Working Paper, 20217.

Ferraz, C., Finan, F., & Szerman, D. (2015). 

Procuring firm growth: the effects of government 

purchases on firm dynamics (No. w21219). 

National Bureau of Economic Research.

Fiala, N. (2014). Skills Training for Entrepreneurs 

in Developing Countries (No. 37). DIW Roundup: 

Politik im Fokus.

Field, E., Pande, R., Papp, J., & Rigol, N. (2013). 

Does the classic microfinance model discourage 

entrepreneurship among the poor? Experimental 

evidence from India. American Economic 

Review, 103(6), 2196-2226.

Fieler, A. C., Eslava, M., & Xu, D. Y. (2018). 

Trade, quality upgrading, and input linkages: 

Theory and evidence from Colombia. American 

Economic Review, 108(1), 109-46.

Fischer, G. (2013). Contract Structure, Risk‐

Sharing, and Investment Choice. Econometrica, 

81(3), 883-939.

Fisher-Vanden, K., Mansur, E. T., & Wang, 

Q. J. (2015). Electricity shortages and firm 

productivity: evidence from China’s industrial 

firms. Journal of Development Economics, 114, 

172-188.

Fisman, R., & Wei, S. J. (2004). Tax rates and 

tax evasion: evidence from “missing imports” 

in China. Journal of political Economy, 112(2), 

471-496.

Foster, A. D., & Rosenzweig, M. R. (2010). 

Microeconomics of technology adoption. Annual 

Review of Economics, 2(1), 395-424.

Franklin, S. (2018). Location, search costs and 

youth unemployment: A randomized trial of 

transport subsidies in Ethiopia. The Economic 

Journal, 128(614), 2353-2379

Freund, C., & Pierola, M. D. (2012). Export 

superstars. The World Bank.

Fritz Foley, C., & Manova, K. (2015). International 

trade, multinational activity, and corporate 

finance. Annual reviews of economics, 7(1), 119-

146.

Foster, A. D., & Rosenzweig, M. R. (1995). 

Learning by doing and learning from others: 

Human capital and technical change in 

agriculture. Journal of political Economy, 103(6), 

1176-1209.

Garcia-Marin, A., & Voigtländer, N. (2019). 

Exporting and plant-level efficiency gains: It’s 

in the measure. Journal of Political Economy, 

127(4), 000-000.

Garcia-Santana, M., & Pijoan-Mas, J. (2014). The 

reservation laws in India and the misallocation 

of production factors. Journal of monetary 

economics, 66, 193-209.

Gawande, K., & Krishna, P. (2003). The political 

economy of trade policy: Empirical approaches. 

Handbook of International Trade, 213-250.

Gerschenkron, A. (1962). Economic 

backwardness in historical perspective: a book 

of essays (No. 330.947 G381). Cambridge, MA: 

Belknap Press of Harvard University Press.

Ghani, E., Kerr, W. R., & O’connell, S. (2014). 

Spatial determinants of entrepreneurship in 

India. Regional Studies, 48(6), 1071-1089.

Ghani, T., & Reed, T. (2017). Relationships, Risk 

and Rents: Evidence from a Market for Ice.



78EVIDENCE PAPER / FIRMS

Ghezzi, P. (2017). Mesas Ejecutivas in Peru: 

Lessons for Productive Development Policies. 

Global Policy, 8(3), 369-380.

Giorcelli, M. (2019). The long-term effects 

of management and technology transfers. 

American Economic Review, 109(1), 121-52.

Giné, X., & Klonner, S. (2008). Credit constraints 

as a barrier to technology adoption by the poor: 

Lessons from south indian small-scale fisheries. 

In Globalization and the Poor in Asia (pp. 221-

249). Palgrave Macmillan, London.

Giné, X., & Yang, D. (2009). Insurance, credit, 

and technology adoption: Field experimental 

evidencefrom Malawi. Journal of development 

Economics, 89(1), 1-11.

Goldberg, P. K., Khandelwal, A. K., Pavcnik, N., 

& Topalova, P. (2010). Imported intermediate 

inputs and domestic product growth: Evidence 

from India. The Quarterly Journal of Economics, 

125(4), 1727-1767.

Goldberg, P. K., & Maggi, G. (1999). Protection 

for sale: An empirical investigation. American 

Economic Review, 89(5), 1135-1155.

Goldberg, P. K., & Pavcnik, N. (2007). 

Distributional effects of globalization in 

developing countries. Journal of Economic 

Literature, 45(1), 39-82.

Goldberg, P. K., & Pavcnik, N. (2016). The effects 

of trade policy. In Handbook of commercial 

policy (Vol. 1, pp. 161-206). North-Holland.

Gollin, D., Lagakos, D., & Waugh, M. E. (2013). 

The agricultural productivity gap. The Quarterly 

Journal of Economics, 129(2), 939-993.

Gollin, D., Parente, S., & Rogerson, R. (2002). 

The role of agriculture in development. American 

Economic Review, 92(2), 160-164.

Gonzalez-Uribe, J., & Leatherbee, M. (2017). 

The effects of business accelerators on venture 

performance: Evidence from start-up chile. The 

Review of Financial Studies, 31(4), 1566-1603.

Gopinath, G., & Neiman, B. (2014). Trade 

adjustment and productivity in large crises. 

American Economic Review, 104(3), 793-831.

Grimm, M., & Paffhausen, A. L. (2015). Do 

interventions targeted at micro-entrepreneurs 

and small and medium-sized firms create jobs? 

A systematic review of the evidence for low and 

middle income countries. Labour Economics, 32, 

67-85.

Grossman, G. M., & Helpman, E. (1994). 

Protection for sale, American Economic Review, 

84(4), 793-831. 

Guner, N., Ventura, G., & Xu, Y. (2008). 

Macroeconomic implications of size-dependent 

policies. Review of Economic Dynamics, 11(4), 

721-744.

Gupta, D., Gupta, R., Jain, K., & Momaya, K. S. 

(2019). International Perspectives: Case of India. 

Managing Mobile Technologies: An Analysis 

From Multiple Perspectives, 4, 87.

Haddad, M., & Harrison, A. (1993). Are 

there positive spillovers from direct foreign 

investment?: Evidence from panel data for 

Morocco. Journal of development economics, 

42(1), 51-74.

Hall, R. E., & Jones, C. I. (1999). Why do some 

countries produce so much more output per 

worker than others?. The quarterly journal of 

economics, 114(1), 83-116.

Halpern, L., Koren, M., & Szeidl, A. (2015). 

Imported inputs and productivity. American 

Economic Review, 105(12), 3660-3703.



79EVIDENCE PAPER / FIRMS

Hanlon, W. W. (2019). The Persistent Effect 

of Temporary Input Cost Advantages in 

Shipbuilding, 1850-1911. NYU Stern School of 

Business working paper.

Hanna, R., Mullainathan, S., & Schwartzstein, J. 

(2014). Learning through noticing: Theory and 

evidence from a field experiment. The Quarterly 

Journal of Economics, 129(3), 1311-1353.

Hansman, C., Hjort, J., León, G., & Teachout, M. 

(2019). Vertical integration, supplier behavior, 

and quality upgrading among exporters. 

National Bureau of Economic Research. (No. 

w23949).

Harris, R., Keay, I., & Lewis, F. (2015). Protecting 

infant industries: Canadian manufacturing and 

the national policy, 1870–1913. Explorations in 

Economic History, 56, 15-31.

Hausman, J., & Leibtag, E. (2007). Consumer 

benefits from increased competition in shopping 

outlets: Measuring the effect of Wal-Mart. 

Journal of Applied Econometrics, 22(7), 1157-

1177.

Hardy, M., & McCasland, J. (2017). Are small 

firms labour constrained? Experimental evidence 

from Ghana. Working Paper.

Hardy, M. and Kagy, G. (2020). It’s getting 

crowded here: Experimental evidence of demand 

constraints in the gender profit gap. The 

Economic Journal, 130(631), 2272-2290

Harrison, A., & Rodríguez-Clare, A. (2010). 

Trade, foreign investment, and industrial policy 

for developing countries. In Handbook of 

development economics (Vol. 5, pp. 4039-4214). 

Elsevier.

Hausmann, R., & Rodrik, D. (2003). Economic 

development as self-discovery. Journal of 

Development Economics, 72(2), 603-633.

Haltiwanger, J. C., Hyatt, H. R., Kahn, L. B., & 

McEntarfer, E. (2018). Cyclical job ladders by 

firm size and firm wage. American Economic 

Journal: Macroeconomics, 10(2), 52-85.

Helpman, E., Itskhoki, O., Muendler, M. A., & 

Redding, S. J. (2017). Trade and inequality: From 

theory to estimation. The Review of Economic 

Studies, 84(1), 357-405.

Hendren, N. (2016). The policy elasticity. Tax 

Policy and the Economy, 30(1), 51-89.

Hicks, J. H., Kleemans, M., Li, N. Y., & Miguel, 

E. (2017). Reevaluating agricultural productivity 

gaps with longitudinal microdata (No. w23253). 

National Bureau of Economic Research.

Higuchi, Y., Namb, V. H., & Sonobec, T. (2017). 

Management skill, entrepreneurial mindset, and 

enterprise survival: Evidence from randomized 

experiments and repeated surveys in Vietnam.

Higuchi, Y., Mhede, E. P., & Sonobe, T. (2019). 

Short-and medium-run impacts of management 

training: An experiment in Tanzania. World 

Development, 114, 220-236.

Hjort, J., & Poulsen, J. (2019). The arrival of fast 

internet and employment in Africa. American 

Economic Review, 109(3), 1032-79.

Holmes, T. J., & Schmitz Jr, J. A. (2010). 

Competition and productivity: a review of 

evidence. Annu. Rev. Econ., 2(1), 619-642.

Hopenhayn, H., & Rogerson, R. (1993). Job 

turnover and policy evaluation: A general 

equilibrium analysis. Journal of political 

Economy, 101(5), 915-938.

Hopenhayn, H. A. (2014). Firms, misallocation, 

and aggregate productivity: A review. Annu. Rev. 

Econ., 6(1), 735-770.



80EVIDENCE PAPER / FIRMS

Hnatkovska, V., Lahiri, A., & Paul, S. (2012). 

Castes and labour mobility. American Economic 

Journal: Applied Economics, 4(2), 274-307.

Hsieh, C. T., & Klenow, P. J. (2009). Misallocation 

and manufacturing TFP in China and India. The 

Quarterly Journal of Economics, 124(4), 1403-

1448.

Hsieh, C. T., & Klenow, P. J. (2010). Development 

accounting. American Economic Journal: 

Macroeconomics, 2(1), 207-23.

Hsieh, C. T., & Klenow, P. J. (2014). The life cycle 

of plants in India and Mexico. The Quarterly 

Journal of Economics, 129(3), 1035-1084.

Hsieh, C. T., & Olken, B. A. (2014). The 

missing” missing middle”. Journal of Economic 

Perspectives, 28(3), 89-108.

Iacovone, L., Javorcik, B., & Fitrani, F. (2015). 

Trade Integration, FDI, and Productivity.

Iacovone, L., Maloney, W. F., & Mckenzie, D. J. 

(2019). Improving Management with Individual 

and Group-Based Consulting: Results from a 

Randomized Experiment in Colombia.

IADB (2014), Rethinking productive 

development. Palgrave Macmillan, New York.

Islam, M., Ahamed, T., & Noguchi, R. (2018). 

Land Suitability and Insurance Premiums: A 

GIS-based Multicriteria Analysis Approach for 

Sustainable Rice Production. Sustainability, 

10(6), 1759.

Javorcik, B. J. (2004). Does foreign direct 

investment increase the productivity of domestic 

firms? In search of spillovers through backward 

linkages. American economic review, 94(3), 605-

627.

Javorcik, B. S., & Li, Y. (2013). Do the biggest 

aisles serve a brighter future? Global retail 

chains and their implications for Romania. 

Journal of International Economics, 90(2), 348-

363.

Javorcik, B. S., & Narciso, G. (2017). WTO 

accession and tariff evasion. Journal of 

Development Economics, 125, 59-71.

Jedwab, R., & Storeygard, A. (2019). The 

average and heterogeneous effects of 

transportation investments: Evidence from Sub-

Saharan Africa 1960-2010 (No. 2019-8).

Jensen, R. (2007). The digital provide: 

Information (technology), market performance, 

and welfare in the South Indian fisheries sector. 

The quarterly journal of economics, 122(3), 879-

924.

Jensen, R. (2010). The (perceived) returns to 

education and the demand for schooling. The 

Quarterly Journal of Economics, 125(2), 515-548.

Jensen, R., & Miller, N. H. (2018). Market 

Integration, Demand, and the Growth of Firms: 

Evidence from a Natural Experiment in India. 

American Economic Review, 108(12), 3583-3625.

Juhász, R. (2018). Temporary protection and 

technology adoption: Evidence from the 

napoleonic blockade. American Economic 

Review, 108(11), 3339-76.

Juhász, R., & Steinwender, C. (2018). Spinning 

the web: The impact of ICT on trade in 

intermediates and technology diffusion 

(No. w24590). National Bureau of Economic 

Research.

Kahneman, D., & Klein, G. (2009). Conditions 

for intuitive expertise: a failure to disagree. 

American psychologist, 64(6), 515.



81EVIDENCE PAPER / FIRMS

Kalemli-Ozcan, S., & Sørensen, B. E. (2014). 

Misallocation, property rights, and access to 

finance: Evidence from within and across Africa. 

In African Successes, Volume III: Modernization 

and Development (pp. 183-211). University of 

Chicago Press.

Kalouptsidi, M. (2017). Detection and impact 

of industrial subsidies: The case of Chinese 

shipbuilding. The Review of Economic Studies, 

85(2), 1111-1158.

Karlan, D., & Valdivia, M. (2011). Teaching 

entrepreneurship: Impact of business training on 

microfinance clients and institutions. Review of 

Economics and Statistics, 93(2), 510-527.

Karlan, D., Knight, R., & Udry, C. (2015). 

Consulting and capital experiments with 

microenterprise tailors in Ghana. Journal of 

Economic Behavior & Organization, 118, 281-

302.

Kee, H. L. (2015). Local intermediate inputs and 

the shared supplier spillovers of foreign direct 

investment. Journal of Development Economics, 

112, 56-71.

Kelley, E. M., Lane, G. & Schönholzer, D. (2018). 

The Impact of Monitoring Technologies on 

Contracts and Employee Behavior: Experimental 

Evidence from Kenya’s Transit Industry. Working 

paper

Khalifah, N. A., & Adam, R. (2009). Productivity 

spillovers from FDI in Malaysian manufacturing: 

evidence from micro‐panel data. Asian 

Economic Journal, 23(2), 143-167.

Khan, Adnan Q., Asim I. Khwaja, and Benjamin 

A. Olken. “Tax farming redux: Experimental 

evidence on performance pay for tax 

collectors”. The Quarterly Journal of Economics 

131.1 (2015): 219-271.

Khandelwal, A. K., Schott, P. K., & Wei, S. J. 

(2013). Trade liberalization and embedded 

institutional reform: Evidence from Chinese 

exporters. American Economic Review, 103(6), 

2169-95.

Khanna, T., & Yafeh, Y. (2007). Business groups 

in emerging markets: paragons or parasites?. 

Journal of Economic Literature, 45(2), 331-372.

Kochanova, A., Rijkers, B., & Hallward-Driemeier, 

M. (2018). Does Cronyism Curtail Competition? 

Evidence from Indonesia.

Kondylis, F., Mueller, V., & Zhu, S. (2014). 

Seeing is believing? Evidence from an extension 

network experiment. The World Bank.

Koren, M., & Csillag, M. (2019). Machines and 

machinists: Importing skill-biased technology.

Kovak, B. K. (2013). Regional effects of 

trade reform: What is the correct measure of 

liberalization?. American Economic Review, 

103(5), 1960-76.

Krueger, A. O., & Tuncer, B. (1982). An empirical 

test of the infant industry argument. The 

American Economic Review, 72(5), 1142-1152.

Kugler, M., & Verhoogen, E. (2012). Prices, 

plant size, and product quality. The Review of 

Economic Studies, 79(1), 307-339.

Lagakos, D., Moll, B., Porzio, T., Qian, N., & 

Schoellman, T. (2018). Life cycle wage growth 

across countries. Journal of Political Economy, 

126(2), 797-849.

Lagakos, D., Mobarak, A. M., & Waugh, M. E. 

(2018). The welfare effects of encouraging rural-

urban migration (No. w24193). National Bureau 

of Economic Research.



82EVIDENCE PAPER / FIRMS

Lakner, C., & Milanovic, B. (2013). Global 

income distribution: From the fall of the Berlin 

Wall to the Great Recession. The World Bank.

Lane, N. (2020). The new empirics or Industrial 

Policy. Journal of Industry, Competition and 

Trade, 20, 209-234

Lane, N. (2021). Manufacturing Revolutions: 

Industrial Policy and Industrialization in South 

Korea. Available at SSRN 3890311

Lee, J. W. (1996). Government interventions 

and productivity growth. Journal of Economic 

Growth, 1(3), 391-414.

Lincoln, W. F., & McCallum, A. H. (2018). The rise 

of exporting by US firms. European Economic 

Review, 102, 280-297.

Lira, Loreto, Rosario Rivero, and Rodrigo 

Vergara. “Entry and prices: Evidence from 

the supermarket sector”. Review of Industrial 

Organization 31, no. 4 (2007): 237-260.

Liu, E. (2019). Industrial policies in production 

networks. The Quarterly Journal of Economics, 

134(4), 1883-1948.

Loiseau, J., & Walsh, C. (2015). Where credit is 

due. J-PAL and IPA Policy Bulletin, 1-16.

Luong, T. A. (2013). Does learning by exporting 

happen? Evidence from the automobile industry 

in China. Review of Development Economics, 

17(3), 461-473.

Luzio, E., & Greenstein, S. (1995). Measuring the 

performance of a protected infant industry: the 

case of Brazilian microcomputers. The Review of 

Economics and Statistics, 622-633.

Macchiavello, R. (2008). Public sector 

motivation and development failures. Journal of 

Development Economics, 86(1), 201-213.

Macchiavello, R. (2010). Development uncorked: 

Reputation acquisition in the new market for 

Chilean wines in the UK.

Blouin, A., & Macchiavello, R. (2019). Strategic 

default in the international coffee market. The 

Quarterly Journal of Economics, 134(2), 895-951.

Macchiavello, R., Menzel, A., Rabbani, A., & 

Woodruff, C. (2015). Challenges of change: An 

experiment training women to manage in the 

bangladeshi garment sector. Working paper.

Macchiavello, R., & Miquel-Florensa, J. 

(2019). Buyer-Driven Upgrading in GVCs: The 

Sustainable Quality Program in Colombia. 

Available at SSRN 3464455

Macchiavello, R., & Morjaria, A. (2015). The 

value of relationships: evidence from a supply 

shock to Kenyan rose exports. American 

Economic Review, 105(9), 2911-45.

Macchiavello, R., Rabbani, A., & Woodruff, 

C. (2015). The market for training services: a 

demand experiment with Bangladeshi garment 

factories. American Economic Review, P&P, 

105(5), 300-304.

Magruder, J. R. (2018). An assessment of 

experimental evidence on agricultural technology 

adoption in developing countries. Annual Review 

of Resource Economics, 10, 299-316.

Martin, L. A., Nataraj, S., & Harrison, A. E. 

(2017). In with the big, out with the small: 

Removing small-scale reservations in India. 

American Economic Review, 107(2), 354-86.

Martínez, A., Puentes, E., & Ruiz-Tagle, J. 

(2018). The effects of micro-entrepreneurship 

programmes on labour market performance: 

experimental evidence from Chile. American 

Economic Journal: Applied Economics, 10(2), 

101-24.



83EVIDENCE PAPER / FIRMS

McCaig, B., & Pavcnik, N. (2018). Export 

markets and labour allocation in a low-income 

country. American Economic Review, 108(7), 

1899-1941.

McKenzie, D (2017). Identifying and Spurring 

High-Growth Entrepreneurship: Experimental 

Evidence from a Business Plan Competition, 

American Economic Review, 107 (8), 2278-2307.

McKenzie, D., & Puerto, S. (2017). Growing 

markets through business training for female 

entrepreneurs: a market-level randomized 

experiment in Kenya. The World Bank.

McKenzie, D., & Sansone, D. (2017). Man vs. 

machine in predicting successful entrepreneurs: 

Evidence from a business plan competition in 

Nigeria. The World Bank.

McKenzie, D., & Woodruff, C. (2008). 

Experimental evidence on returns to capital and 

access to finance in Mexico. The World Bank 

Economic Review, 22(3), 457-482.

McKenzie, D., & Woodruff, C. (2014). What 

are we learning from business training and 

entrepreneurship evaluations around the 

developing world?. The World Bank Research 

Observer, 29(1), 48-82.

McKenzie, D., & Woodruff, C. (2017). Business 

practices in small firms in developing countries, 

Management Science, 63 (9), 2967-2981

McMillan, J., & Woodruff, C. (1999). Interfirm 

relationships and informal credit in Vietnam. The 

Quarterly Journal of Economics, 114(4), 1285-

1320.

McMillan, M., Rodrik, D., & Welch, K. H. (2002). 

When economic reform goes wrong: cashews 

in Mozambique (No. w9117). National Bureau of 

Economic Research.

Meager, R. (2019). Understanding the average 

impact of microcredit expansions: A Bayesian 

hierarchical analysis of seven randomized 

experiments. American Economic Journal: 

Applied Economics, 11(1), 57-91.

Melitz, M. J. (2003). The impact of trade on 

intra‐industry reallocations and aggregate 

industry productivity. Econometrica, 71(6), 1695-

1725.

Melitz, M. J. (2005). When and how should infant 

industries be protected?. Journal of International 

Economics, 66(1), 177-196.

Menzel, A., & Woodruff, C. (2019). Gender Wage 

Gaps and Worker Mobility: Evidence from the 

Garment Sector in Bangladesh (No. w25982). 

National Bureau of Economic Research.

Menezes-Filho, N. A., & Muendler, M. A. (2011). 

Labour reallocation in response to trade reform 

(No. w17372). National Bureau of Economic 

Research.

Mion, G., & Opromolla, L. D. (2014). Managers’ 

mobility, trade performance, and wages. Journal 

of International Economics, 94(1), 85-101.

Mishra, P., Subramanian, A., & Topalova, P. 

(2008). Tariffs, enforcement, and customs 

evasion: Evidence from India. Journal of public 

Economics, 92(10-11), 1907-1925.

Mitrunen, M. (2019). Essays on the Political 

Economy of Development (Doctoral dissertation, 

Department of Economics, Stockholm 

University).

Mittal, S., Reich, O., & Mahajan, A. (2018, 

June). Who is Bogus?: Using One-Sided Labels 

to Identify Fraudulent Firms from Tax Returns. 

In Proceedings of the 1st ACM SIGCAS 

Conference on Computing and Sustainable 

Societies (p. 24). ACM.



84EVIDENCE PAPER / FIRMS

Miyata, S., & Sawada, Y. (2007). Learning, Risk, 

and Credit in Households’ New Technology 

Investments: The Case of Aquaculture in Rural 

Indonesia. Unpublished manuscript, IFPRI.

Mobarak, A. M., & Purbasari, D. P. (2006). 

Corrupt protection for sale to firms: evidence 

from Indonesia. Working paper

Mobarak, A. M., & Rosenzweig, M. R. (2012). 

Selling formal insurance to the informally 

insured.

Morten, M., & Oliveira, J. (2019). The effects of 

roads on trade and migration: Evidence from 

a planned capital city (No. w22158) National 

Bureau of Economic Research

Moser, C. M., & Barrett, C. B. (2006). The 

complex dynamics of smallholder technology 

adoption: the case of SRI in Madagascar. 

Agricultural Economics, 35(3), 373-388.

Munshi, K. (2004). Social learning in a 

heterogeneous population: technology diffusion 

in the Indian Green Revolution. Journal of 

development Economics, 73(1), 185-213.

Munshi, K., & Rosenzweig, M. (2016). Networks 

and misallocation: Insurance, migration, and 

the rural-urban wage gap. American Economic 

Review, 106(1), 46-98.

Naidu, S., Robinson, J. A., & Young, L. E. (2015). 

Social origins of dictatorships: Elite networks 

and political transitions in Haiti. Unpublished 

Manuscript.

Nataraj, S. (2011). The impact of trade 

liberalization on productivity: Evidence from 

India’s formal and informal manufacturing 

sectors. Journal of International Economics, 

85(2), 292-301.

Newfarmer, R., Page, J., & Tarp, F. (Eds.). (2019). 

Industries without Smokestacks: Industrialization 

in Africa Reconsidered. Oxford University Press.

Nishida, M., Petrin, A., Rotemberg, M., & White, 

T. (2017). Are We Undercounting Reallocation’s 

Contribution to Growth?. US Census Bureau 

Center for Economic Studies Paper No. CES-

WP-13-55R.

Nordås, H. K., & Piermartini, R. (2004). 

Infrastructure and trade.

Notowidigdo, M. J. (2020). The incidence of 

local labour demand shocks. Journal of Labour 

Economics, 38(3).

O’Rourke, K. H. (2000). Tariffs and growth in 

the late 19th century. The Economic Journal, 

110(463), 456-483.

Oxfam (2012). Cereal secrets: the world’s 

largest grain traders and global agriculture.

Pallais, A. (2014). Inefficient hiring in entry-level 

labour markets. American Economic Review, 

104(11), 3565-99.

Paravisini, D., Rappoport, V., Schnabl, P., & 

Wolfenzon, D. (2014). Dissecting the effect of 

credit supply on trade: Evidence from matched 

credit-export data. The Review of Economic 

Studies, 82(1), 333-359.

Paravisini, D., & Schoar, A. (2013). The incentive 

effect of scores: Randomized evidence from 

credit committees (No. w19303). National 

Bureau of Economic Research.

Park, A., Yang, D., Shi, X., & Jiang, Y. (2010). 

Exporting and firm performance: Chinese 

exporters and the Asian financial crisis. The 

Review of Economics and Statistics, 92(4), 822-

842.



85EVIDENCE PAPER / FIRMS

Pavcnik, N. (2017). The impact of trade on 

inequality in developing countries (No. w23878). 

National Bureau of Economic Research.

Piveteau, P.(2019). An empirical dynamic 

model of trade with consumer accumulation. 

Forthcoming, American Economic Journal: 

Microeconomics.

Restuccia, D., & Rogerson, R. (2008). Policy 

distortions and aggregate productivity with 

heterogeneous establishments. Review of 

Economic dynamics, 11(4), 707-720.

Restuccia, D., & Rogerson, R. (2017). The causes 

and costs of misallocation. Journal of Economic 

Perspectives, 31(3), 151-74.

Rijkers, B., Baghdadi, L., & Raballand, G. (2015). 

Political connections and tariff evasion evidence 

from Tunisia. The World Bank Economic Review, 

31(2), 459-482.

Roberts, M. J., Yi Xu, D., Fan, X., & Zhang, S. 

(2017). The role of firm factors in demand, 

cost, and export market selection for chinese 

footwear producers. The Review of Economic 

Studies, 85(4), 2429-2461.

Rodrik, D. (1995). Political economy of trade 

policy. Handbook of international economics, 3, 

1457-1494.

Rodrik, D. (2007). Industrial development: 

Stylized facts and policies, in United Nations, 

Industrial Development for the 21st Century. 

New York: U.N.

Rosenthal, S. S., & Strange, W. C. (2006). The 

micro-empirics of agglomeration economies. A 

companion to urban economics, 7-23.

Rotemberg, M., & White, T. K. (2017, July). 

Measuring Cross-Country Differences in 

Misallocation”. In North East Universities 

Consortium annual conference, Tufts University, 

Medford, MA, November (pp. 4-5).

Rigol, N., Hussam, R., & Roth, B. (2017). 

Targeting High Ability Entrepreneurs Using 

Community Information: Mechanism Design in 

the Field.

Rua, G. (2014). Diffusion of containerization.

Schoar, A., Iyer, R. K., & Kumar, S. (2008). 

Importance of Ethnic Networks for Business 

Transactions of the Small Enterprises. Working 

Paper.

Sequeira, S., & Djankov, S. (2014). Corruption 

and firm behavior: Evidence from African ports. 

Journal of International Economics, 94(2), 277-

294.

Song, J., Price, D. J., Guvenen, F., Bloom, N., & 

Von Wachter, T. (2018). Firming up inequality. The 

Quarterly Journal of Economics, 134(1), 1-50.

Spray, J. & Steenbergen, V., (2018). The potential 

for backward linkages in Rwanda: A data-driven 

approach to supplier development programmes. 

Policy Note. Technical report, International 

Growth Centre.

Startz, M. (2016). The value of face-to-face: 

Search and contracting problems in Nigerian 

trade. Available at SSRN 3096685.

Steenbergen, V., & Sutton, J. (2017). Establishing 

a Local Content Unit for Rwanda. Policy Note. 

Technical report, International Growth Centre.

Steinwender, C. (2018). Real effects of 

information frictions: When the states and the 

kingdom became united. American Economic 

Review, 108(3), 657-96.



86EVIDENCE PAPER / FIRMS

Storeygard, A. (2016). Farther on down the 

road: transport costs, trade and urban growth 

in sub-Saharan Africa. The Review of Economic 

Studies, 83(3), 1263-1295.

Sutton, J. (2014). An Enterprise map of 

Mozambique. IGC publication

Sutton, J. & Kellow, N. (2010). An Enterprise map 

of Ethiopia. IGC publication

Sutton, J. & Kpentey, B. (2012). An Enterprise 

map of Ghana. IGC publication

Tarozzi, A., Desai, J., & Johnson, K. (2015). The 

impacts of microcredit: Evidence from Ethiopia. 

American Economic Journal: Applied Economics, 

7(1), 54-89.

Tendler, J., & Amorim, M. A. (1996). Small firms 

and their helpers: lessons on demand. World 

Development, 24(3), 407-426.

Topalova, P. (2010). Factor immobility and 

regional impacts of trade liberalization: Evidence 

on poverty from India. American Economic 

Journal: Applied Economics, 2(4), 1-41.

Topalova, P., & Khandelwal, A. (2011). Trade 

liberalization and firm productivity: The case of 

India. Review of Economics and Statistics, 93(3), 

995-1009.

Valdivia, M. (2015). Business training plus for 

female entrepreneurship? Short and medium-

term experimental evidence from Peru. Journal of 

Development Economics, 113, 33-51.

Van Biesebroeck, J. (2005). Exporting 

raises productivity in sub-Saharan African 

manufacturing firms. Journal of International 

e=Economics, 67(2), 373-391.

Verhoogen, E. A. (2008). Trade, quality 

upgrading, and wage inequality in the Mexican 

manufacturing sector. The Quarterly Journal of 

Economics, 123(2), 489-530.

Wade, R. (1995). The ecological basis of 

irrigation institutions: East and South Asia. World 

Development, 23(12), 2041-2049.

Wade, R. (2004). Governing the market: 

Economic theory and the role of government in 

East Asian industrialization. Princeton University 

Press.

World Bank (2016). Breaking Down Barriers: 

Ulocking Africa’s Potential through Vigorous 

Competition Policy. 

World Development Report (2020). Trading for 

Development in the Age of Global Value Chains. 

World Bank. 

World Economic Forum (2019). Global 

Competitiveness Report.

The World Bank Group. (2016). Breaking Down 

Barriers: Unlocking Africa’s Potential through 

Vigorous Competition Policy. Washington, DC: 

World Bank Group. p. 52 – 55

Yang, D. (2008). Can enforcement backfire? 

Crime displacement in the context of customs 

reform in the Philippines. The Review of 

Economics and Statistics, 90(1), 1-14.

Zane, G. (2019). Sharing a Workforce: the Effect 

of Agricultural Productivity Shocks on Industrial 

Performance. Working paper



DIRECTED BY FUNDED BY
theigc.org

http://www.theigc.org

